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#### Abstract

By studying various properties of some divided difference operators, we prove that Wilson polynomials are solutions of a second order difference equation of hypergeometric type. Next, some new structure relations are deduced, the inversion and the connection problems are solved using an algorithmic method.
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We define the difference operator $\mathbf{D}$ (see [1, 2, 3, 4]) and its companion operator $\mathbf{S}$ as follows:

$$
\mathbf{D} f(x)=\frac{f\left(x+\frac{i}{2}\right)-f\left(x-\frac{i}{2}\right)}{2 i x} \quad \mathbf{S} f(x)=\frac{f\left(x+\frac{i}{2}\right)+f\left(x-\frac{i}{2}\right)}{2} .
$$

The operator $\mathbf{D}$ transforms a polynomial of degree $n(n \geq 1)$ in $x^{2}$ into a polynomial of degree $n-1$ in $x^{2}$ and a polynomial of degree 0 into the zero polynomial. The operator $\mathbf{S}$ transforms a polynomial of degree $n$ in $x^{2}$ into a polynomial of degree $n$ in $x^{2}$. We introduce the basis $\vartheta_{n}(a, x)=(a-i x, a+i x)_{n}$.
Here, the symbol $(a)_{n}$ denotes the so-called Pochhammer symbol which is defined by

$$
(a)_{m}=\left\{\begin{array}{ll}
1 & \text { if } m=0 \\
a(a+1) \ldots(a+m-1)
\end{array} \quad \text { if } m=1,2, \ldots .\right.
$$

and $\left(a_{1}, a_{2}, \ldots, a_{p}\right)_{n}=\left(a_{1}\right)_{n}\left(a_{2}\right)_{n} \cdots\left(a_{p}\right)_{n}$.
By studying various properties of $\mathbf{D}$ and $\mathbf{S}$, we prove, following previous works ([5, 6, 7]), that the Wilson polynomials defined in this paper by (2) (and the Continuous Dual Hahn polynomials as special case of Wilson polynomials defined by (3)) are solutions of the divided difference equation

$$
\begin{equation*}
\phi\left(x^{2}\right) \mathbf{D}^{2} y\left(x^{2}\right)+\psi\left(x^{2}\right) \mathbf{S D} y\left(x^{2}\right)+\lambda y\left(x^{2}\right)=0, \tag{1}
\end{equation*}
$$

where $\phi$ and $\psi$ are polynomials of degree 2 and 1 , respectively, and $\lambda$ is a constant depending on the degree of the polynomial solution and the four parameters $a, b, c$ and $d$

[^0]and are given in (19)-(21). Here, it should be mentioned that the Wilson and Continuous Dual Hahn polynomials are defined respectively as (see [8]):
\[

\left.$$
\begin{array}{rl}
\frac{W_{n}\left(x^{2} ; a, b, c, d\right)}{(a+b, a+c, a+d)_{n}} & ={ }_{4} F_{3}\left(\left.\begin{array}{c}
-n, n+a+b+c+d-1, a+i x, a-i x \\
a+b, a+c, a+d
\end{array} \right\rvert\, 1\right), \\
\frac{S_{n}\left(x^{2} ; a, b, c\right)}{(a+b, a+c)_{n}} & ={ }_{3} F_{2}\left(\left.\begin{array}{c}
-n, a-i x, a+i x \\
a+b, a+c
\end{array} \right\rvert\, 1\right. \tag{3}
\end{array}
$$\right) .
\]

As consequences of (1), we derive the three-term recurrence relation and the first structure relation. Next, inversion and connection problems are solved for those families. It should be noted that the connection problem is the problem of finding the coefficients $C_{m}(n)$ in the expansion

$$
P_{n}(x)=\sum_{m=0}^{n} C_{m}(n) Q_{m}(x) .
$$

Note that, in this setting, the polynomials $P_{n}$ and $Q_{m}$ may belong to two different polynomial families. If $P_{n}(x)=\mathcal{V}_{n}(x)$ (where $\mathcal{V}_{n}(x)$ appears in the expansion $\left.Q_{n}(x)=\sum_{m=0}^{n} B_{m}(n) \mathcal{V}_{m}(x)\right)$, we are faced with the so-called inversion problem for the family $Q_{m}(x)$.
The paper is organized as follows:

1. In Section 2, we present some identities for the operators $\mathbf{D}$ and $\mathbf{S}$ and the basis $\vartheta_{n}(a, x)$. Next, using these identities, we state the second order divided difference equation satisfied by the Wilson polynomials. Also we recover the coefficients of the three-term recurrence and give some structural relations for the Wilson polynomials. Similar results are deduced for the Continuous Dual Hahn polynomials by a limiting process.
2. In Section 3, we prove by solving the divided difference equation stated in Section 2, using the algorithm described in [9, 10], that we can obtain the hypergeometric representation of the Wilson polynomials. This clarifies that the Wilson polynomials can also be defined by this divided difference equation. Next, by an algorithmic method, we solve the inversion and the connection problems for the Wilson and the Continuous Dual Hahn polynomials. Note that some results of this section can also be obtained by limit considerations. However, we present here a selfcontained method to obtain these formulas.

To the best of our knowledge, the identities (77-(11), (18), (26), (29), (31), (39), (42) appear here for the first time. The other formulas are already given in the literature and are proved here using an algorithmic method.

## 1 Difference equation and structure relations

In order to establish the divided difference equation satisfied by the Wilson polynomials, we state the following results.

### 1.1 Some miscellaneous results

Proposition 1. The basis $\vartheta_{n}(a, x)$ fulfills the following relations

$$
\begin{align*}
x^{2} \vartheta_{n}(a, x) & =\vartheta_{n+1}(a, x)+v(a, n) \vartheta_{n}(a, x),  \tag{4}\\
\vartheta_{1}(a, x) \vartheta_{n}(a+1, x) & =\vartheta_{n+1}(a, x),  \tag{5}\\
\vartheta_{1}(a, x) \vartheta_{n}(a, x) & =\vartheta_{n+1}(a, x)+\mu(a, n) \vartheta_{n}(a, x),  \tag{6}\\
\mathbf{D} \vartheta_{n}(a, x) & =n \vartheta_{n-1}\left(a+\frac{1}{2}, x\right),  \tag{7}\\
\mathbf{D}^{\ell} \vartheta_{n}(a, x) & =\frac{n!}{(n-l)!} \vartheta_{n-\ell}\left(a+\frac{\ell}{2}, x\right), 0 \leq \ell \leq n ;  \tag{8}\\
\vartheta_{1}(a, x) \mathbf{D}^{2} \vartheta_{n}(a, x) & =\delta(n) \vartheta_{n-1}(a, x),  \tag{9}\\
\mathbf{S} \vartheta_{n}(a, x) & =\vartheta_{n}\left(a+\frac{1}{2}, x\right)+\varepsilon_{0}(a, n) \vartheta_{n-1}\left(a+\frac{1}{2}, x\right),  \tag{10}\\
\vartheta_{1}(a, x) \mathbf{S D} \vartheta_{n}(a, x) & =n \vartheta_{n}(a, x)+\varepsilon_{1}(a, n) \vartheta_{n-1}(a, x) \tag{11}
\end{align*}
$$

where $\delta(n)=n(n-1), \varepsilon_{0}(a, n)=-n\left(n+a-\frac{1}{2}\right), \quad v(a, n)=-(a+n)^{2}$, $\mu(a, n)=-\left(n^{2}+2 a n\right), \varepsilon_{1}(a, n)=-n(n-1)(n+a-1)$.

Proof. The proof is obtained by direct computation.
Proposition 2. The operators $\mathbf{D}$ and $\mathbf{S}$ satisfy the following product rules

$$
\begin{align*}
\mathbf{D}(f g) & =\mathbf{D} f \mathbf{S} g+\mathbf{S} f \mathbf{D} g  \tag{12}\\
\mathbf{S}(f g) & =-x^{2} \mathbf{D} f \mathbf{D} g+\mathbf{S} f \mathbf{S} g,  \tag{13}\\
\mathbf{D S} & =\mathbf{S D}-\frac{1}{2} \mathbf{D}^{2},  \tag{14}\\
\mathbf{S}^{2} & =-x^{2} \mathbf{D}^{2}-\frac{1}{2} \mathbf{S D}+\boldsymbol{I}, \tag{15}
\end{align*}
$$

where $\boldsymbol{I} f=f$.
Proof. By using the definition of the operators $\mathbf{D}$ and $\mathbf{S}$, the proof follows.
Proposition 3. The following relation is valid

$$
\begin{equation*}
\mathbf{D} W_{n}\left(x^{2} ; a, b, c, d\right)=-n(n+a+b+c+d-1) W_{n-1}\left(x^{2} ; a+\frac{1}{2}, b+\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}\right) . \tag{16}
\end{equation*}
$$

Proof. Using the relation (7) of Proposition 1 and the fact that $(-n)_{m+1}=-n(-n+1)_{m}$, the proof follows. We would like to mention that an equivalent form of (16) is given in [11] without using the operator $\mathbf{D}$.

Proposition 4 (see [8], P. 187). The following relation is valid.

$$
\begin{align*}
& \mathbf{D}\left[\omega(x ; a, b, c, d) W_{n}\left(x^{2} ; a, b, c, d\right)\right] \\
= & \omega\left(x ; a-\frac{1}{2}, b-\frac{1}{2}, c-\frac{1}{2}, d-\frac{1}{2}\right) W_{n+1}\left(x^{2} ; a-\frac{1}{2}, b-\frac{1}{2}, c-\frac{1}{2}, d-\frac{1}{2}\right) . \tag{17}
\end{align*}
$$

where

$$
\omega(x ; a, b, c, d)=\frac{f(a, x) f(b, x) f(c, x) f(d, x)}{2 i x \Gamma(2 i x) \Gamma(-2 i x)}
$$

with $f(r, x)=\Gamma(r+i x) \Gamma(r-i x), \quad$ for $r \in\{a, b, c, d\}$.

### 1.2 The second order difference equation

Theorem 5. The Wilson polynomials are solutions of the second order difference equation

$$
\begin{equation*}
\phi\left(x^{2}\right) \mathbf{D}^{2} y(x)+\psi\left(x^{2}\right) \mathbf{S D} y(x)+\lambda_{n} y(x)=0, \tag{18}
\end{equation*}
$$

where

$$
\begin{align*}
& \phi\left(x^{2}\right)=x^{4}-(a b+a c+b c+c d+a d+b d) x^{2}+a b c d  \tag{19}\\
& \psi\left(x^{2}\right)=(a+b+c+d) x^{2}-(a c d+b a d+b c a+b c d) \tag{20}
\end{align*}
$$

and

$$
\begin{equation*}
\lambda_{n}=-n(n+a+b+c+d-1) . \tag{21}
\end{equation*}
$$

Proof. First combine $(16)$ and $(17)$ to get the relation

$$
\begin{aligned}
\mathbf{D}\left[\omega\left(x ; a+\frac{1}{2}, b+\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}\right)\right. & \left.\mathbf{D} W_{n}\left(x^{2} ; a, b, c, d\right)\right] \\
=-n(n+a+b+c+d-1) \mathbf{D} & {\left[\omega\left(x ; a+\frac{1}{2}, b+\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}\right)\right.} \\
& \left.\times W_{n-1}\left(x^{2} ; a+\frac{1}{2}, b+\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}\right)\right] \\
= & -n(n+a+b+c+d-1) \omega(x ; a, b, c, d) W_{n}\left(x^{2} ; a, b, c, d\right) .
\end{aligned}
$$

Next, use the property $(12)$ to write the left-hand side as

$$
\begin{aligned}
& \mathbf{D}\left[\omega\left(x ; a+\frac{1}{2}, b+\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}\right) \mathbf{D} W_{n}\left(x^{2} ; a, b, c, d\right)\right] \\
& =\mathbf{S} \omega\left(x ; a+\frac{1}{2}, b+\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}\right) \mathbf{D}^{2} W_{n}\left(x^{2} ; a, b, c, d\right) \\
& \quad+\mathbf{D} \omega\left(x ; a+\frac{1}{2}, b+\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}\right) \mathbf{S D}_{n}\left(x^{2} ; a, b, c, d\right) \\
& =-n(n+a+b+c+d-1) \omega(x ; a, b, c, d) W_{n}\left(x^{2} ; a, b, c, d\right) .
\end{aligned}
$$

Since
$\frac{\mathbf{S} \omega\left(x ; a+\frac{1}{2}, b+\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}\right)}{\omega(x ; a, b, c, d)}=-\phi\left(x^{2}\right), \quad$ and $\quad \frac{\mathbf{D} \omega\left(x ; a+\frac{1}{2}, b+\frac{1}{2}, c+\frac{1}{2}, d+\frac{1}{2}\right)}{\omega(x ; a, b, c, d)}=-\psi\left(x^{2}\right)$,
we have proved (18).
Remark 6. It should be noted that $(\overline{18})$ is equivalent to the well-known difference equation (see [8], page 187)

$$
n(n+a+b+c+d-1) y(x)=B(x) y(x+i)-[B(x)+D(x)] y(x)+D(x) y(x-i)
$$

where

$$
y(x)=W_{n}\left(x^{2} ; a, b, c, d\right)
$$

and

$$
\left\{\begin{array}{l}
B(x)=\frac{(a-i x)(b-i x)(c-i x)(d-i x)}{2 i x(2 i x-1)} \\
D(x)=\frac{(a+i x)(b+i x)(c+i x)(d+i x)}{2 i x(2 i x+1)}
\end{array}\right.
$$

The form (18) is closer to the second order differential equation satisfied by the classical continuous orthogonal polynomials. Therefore, following similar methods to the classical case many interesting structure relations for the Wilson polynomials are recovered.

### 1.3 Three-term recurrence relation

In order to recover the three-term recurrence relation satisfied by the Wilson polynomials, we adapt the algorithm given in [10]. For this purpose, we expand $P_{n}(x)$ (where $P_{n}(x)=$ $\left.W_{n}\left(x^{2} ; a, b, c, d\right)\right)$ in the basis $\vartheta_{n}(a, x)$ as:

$$
\begin{equation*}
P_{n}(x)=k_{n} \vartheta_{n}(a, x)+k_{n}^{\prime} \vartheta_{n-1}(a, x)+k_{n}^{\prime \prime} \vartheta_{n-2}(a, x)+\ldots . \tag{22}
\end{equation*}
$$

and then we substitute it in the difference equation (1). Next we multiply the obtained equation by $\vartheta_{1}(a, x)$ and use Proposition 1 .
Equating the coefficients of $\vartheta_{n+1}(a, x)$ gives

$$
\lambda_{n}=-\psi_{1} n-\phi_{2} n(n-1)=-n(n+a+b+c+d-1) .
$$

Equating the coefficients of $\vartheta_{n}(a, x)$ gives

$$
\begin{equation*}
k_{n}^{\prime}=-\frac{k_{n} n(n-1+a+d)(n-1+a+c)(n-1+a+b)}{2 n-2+d+c+b+a} \tag{23}
\end{equation*}
$$

and equating the coefficients of $\vartheta_{n-1}(a, x)$ gives

$$
\begin{align*}
k_{n}^{\prime \prime}= & k_{n} n(n-1)(n-1+a+d)(n-2+a+d)  \tag{24}\\
& \times \frac{(n-1+a+c)(n+a+c-2)(n-1+a+b)(n-2+a+b)}{2(2 n-2+d+c+b+a)(2 n-3+d+c+b+a)}
\end{align*}
$$

Proposition 7. The Wilson polynomials satisfy the three-term recurrence relation

$$
\begin{align*}
& -\vartheta_{1}(a, x) W_{n}\left(x^{2} ; a, b, c, d\right) \\
& \quad=a_{n} W_{n+1}\left(x^{2} ; a, b, c, d\right)+b_{n} W_{n}\left(x^{2} ; a, b, c, d\right)+c_{n} W_{n-1}\left(x^{2} ; a, b, c, d\right) \tag{25}
\end{align*}
$$

with

$$
\begin{aligned}
a_{n}= & \frac{k_{n}}{k_{n+1}} \\
b_{n}= & \left(a^{4}+6 n^{2} a^{2}+4 a n^{3}-5 n^{2} d-5 n^{2} c-5 n^{2} b+4 n^{3} d+4 n^{3} c+4 n^{3} b\right. \\
& -2 c a b-2 a^{3}-2 d a^{2}+2 d a^{3}+2 c a^{3}+2 b a^{3}+a n+2 n^{2} d^{2}+2 n^{2} c^{2} \\
& +2 n^{2} b^{2}+6 n d a b+6 n c a b-4 d b n+6 n^{2} d a+2 n^{2}+d^{2} a^{2}+c^{2} a^{2}+a^{2} b^{2} \\
& +6 n d c b+6 n d c a+6 d c n^{2}+6 n^{2} c a-4 c b n+6 n^{2} a b-4 d c n+6 d b n^{2} \\
& +6 c b n^{2}+6 n d a^{2}+6 n c a^{2}+6 n b a^{2}-4 n^{3}+2 n^{4}+4 d c a b-2 d c b-2 d c a \\
& -2 d a b-2 c a^{2}-2 b a^{2}-5 a n^{2}-5 n a^{2}+n b+n c+n d+d^{2} c b+d^{2} c a+d c^{2} b \\
& +d c^{2} a+2 d c^{2} n+2 d^{2} c n+d b^{2} a+d^{2} b a+d b^{2} c+2 d b^{2} n+2 d^{2} b n+2 d^{2} a n \\
& +c b^{2} a+c^{2} b a+2 c b^{2} n+2 c^{2} b n+2 c^{2} a n+2 a b^{2} n-4 n a b-4 n c a-4 n d a \\
& \left.+3 d c a^{2}+3 d a^{2} b+3 c a^{2} b+4 n a^{3}-n b^{2}-n d^{2}-n c^{2}\right) / \\
& (2 n-2+d+c+b+a)(2 n+d+c+b+a) \\
c_{n}= & \frac{k_{n}}{k_{n-1}} \frac{(n-1+c+d)(n-1+b+d)(n-1+b+c)}{(2 n-1+d+c+b+a)} \\
& \times \frac{(b+d-2+c+a+n) n(n-1+a+d)(n-1+a+c)(n-1+a+b)}{(2 n-3+d+c+b+a)(2 n-2+d+c+b+a)^{2}}
\end{aligned}
$$

Proof. In order to get those coefficients, we substitute the expression of $W_{n}\left(x^{2} ; a, b, c, d\right)$ given by (22) in (25). Next we multiply both sides of the resulting equation by $\vartheta_{1}(a, x)$ and use the relation (6) to get simplifications. Next equating the coefficients of $\vartheta_{n+1}(a, x)$, we get $a_{n}$, equating the coefficients of $\vartheta_{n}(a, x)$ we get $b_{n}$ and equating the coefficients of $\vartheta_{n-1}(a, x)$, we get $c_{n}$.

### 1.4 Further structure relations

The approaches used to prove Proposition 8, Theorem 9, and Proposition 10 are similar to those used in [6].

Proposition 8. Let $f$ be a function satisfying (1). Then, the function $\mathbf{D} f$ is solution of the equation

$$
\begin{equation*}
\phi^{(1)}(x) \mathbf{D}^{2} y(x)+\psi^{(1)}(x) \mathbf{S D} y(x)+\lambda^{(1)} y(x)=0, \tag{26}
\end{equation*}
$$

with

$$
\phi^{(1)}=\mathbf{S} \phi-x^{2} \mathbf{D} \psi-\frac{1}{2} \mathbf{S} \psi, \quad \psi^{(1)}=\mathbf{D} \phi+\mathbf{S} \phi+\frac{1}{2} \mathbf{D} \psi, \quad \lambda^{(1)}=\mathbf{D} \psi+\lambda .
$$

Proof. We apply the operator $\mathbf{D}$ to the difference equation (1) and use the relations (12), (13), (14) and (15) to obtain the result.

A computation shows that

$$
\begin{equation*}
\phi^{(1)}(x)=\phi_{2}^{(1)} x^{4}+\phi_{1}^{(1)} x^{2}+\phi_{0}^{(1)}, \quad \psi^{(1)}(x)=\psi_{1}^{(1)} x^{2}+\psi_{0}^{(1)}, \quad \lambda^{(1)}=\lambda+\psi_{1} \tag{27}
\end{equation*}
$$

with

$$
\phi_{2}^{(1)}=\phi_{2}, \quad \phi_{1}^{(1)}=-\frac{3}{2} \phi_{2}-\frac{3}{2} \psi_{1}+\phi_{1}, \quad \phi_{0}^{(1)}=-\frac{1}{4} \phi_{1}+\phi_{0}+\frac{1}{16} \phi_{2}+\frac{1}{8} \psi_{1}-\frac{1}{2} \psi_{0}
$$

and

$$
\psi^{(1)}=\psi_{1}+2 \phi_{2}, \quad \psi_{0}^{(1)}=\frac{1}{4} \psi_{1}-\frac{1}{2} \phi_{2}+\phi_{1}+\psi_{0} .
$$

From Proposition 8 , we deduce that the equation

$$
\begin{align*}
& -\vartheta_{1}(a, x) \mathbf{D} \bar{W}_{n}(x ; a, b, c, d) \\
& \quad=\alpha_{n}^{\star} \mathbf{D} \bar{W}_{n+1}(x ; a, b, c, d)+\beta_{n}^{\star} \mathbf{D} \bar{W}_{n}(x ; a, b, c, d)+\gamma_{n}^{\star} \mathbf{D} \bar{W}_{n-1}(x ; a, b, c, d), \quad n \geq 1 \tag{28}
\end{align*}
$$

namely the recurrence relation for $\mathbf{D} \bar{W}_{n}(x ; a, b, c, d)$ is valid and from (27), it follows that

$$
\begin{gathered}
\alpha_{n}^{\star}=a_{n}\left(\phi_{2}^{(1)}, \phi_{1}^{(1)}, \phi_{0}^{(1)}, \psi_{1}^{(1)}, \psi_{0}^{(1)}\right), \quad \beta_{n}^{\star}=b_{n}\left(\phi_{2}^{(1)}, \phi_{1}^{(1)}, \phi_{0}^{(1)}, \psi_{1}^{(1)}, \psi_{0}^{(1)}\right), \\
\text { and } \gamma_{n}^{\star}=c_{n}\left(\phi_{2}^{(1)}, \phi_{1}^{(1)}, \phi_{0}^{(1)}, \psi_{1}^{(1)}, \psi_{0}^{(1)}\right) .
\end{gathered}
$$

where $\alpha_{n}\left(\phi_{2}, \phi_{1}, \phi_{0}, \psi_{1}, \psi_{0}\right), \beta_{n}\left(\phi_{2}, \phi_{1}, \phi_{0}, \psi_{1}, \psi_{0}\right)$ and $\gamma_{n}\left(\phi_{2}, \phi_{1}, \phi_{0}, \psi_{1}, \psi_{0}\right)$ are given by (25).
Theorem 9. Assume that $P_{n}(x)$ is a solution of (1). Then a structure formula of the type

$$
\begin{equation*}
\mathbf{S} P_{n}(x)=\hat{\alpha}_{n} \mathbf{D} P_{n+1}(x)+\hat{\beta}_{n} \mathbf{D} P_{n}(x)+\hat{\gamma}_{n} \mathbf{D} P_{n-1}(x) \quad\left(\hat{\alpha}_{n}, \hat{\beta}_{n}, \hat{\gamma}_{n} \in \mathbb{R} \text { for } n \in \mathbb{N}\right) \tag{29}
\end{equation*}
$$

is valid for $P_{n}(x)$. The coefficients $\hat{\alpha}_{n}, \hat{\beta}_{n}$ and $\hat{\gamma}_{n}$ are related to the coefficients $a_{n}, b_{n}$ and $c_{n}$ of (32) and the coefficients $\alpha_{n}^{\star}, \beta_{n}^{\star}$ and $\gamma_{n}^{\star}$ by

$$
\begin{equation*}
\hat{\alpha}_{n}=\alpha_{n}^{\star}-a_{n}, \quad \hat{\beta}_{n}=\beta_{n}^{\star}-b_{n}+\frac{1}{4}, \quad \hat{\gamma}_{n}=\gamma_{n}^{\star}-c_{n} . \tag{30}
\end{equation*}
$$

Proof. First we remark that
$\mathbf{D}\left(\vartheta_{1}(a, x) P_{n}(x)\right)=\mathbf{D} \vartheta_{1}(a, x) \mathbf{S} P_{n}+\mathbf{S} \vartheta_{1}(a, x) \mathbf{D} P_{n}(x)=\mathbf{S} P_{n}(x)+\left(\vartheta_{1}(a, x)-\frac{1}{4}\right) \mathbf{D} P_{n}(x)$.
Applying $\mathbf{D}$ to the recurrence equation (25), we get

$$
-\left(\mathbf{S} P_{n}(x)+\left(\vartheta_{1}(a, x)-\frac{1}{4}\right) \mathbf{D} P_{n}(x)\right)=a_{n} \mathbf{D} P_{n+1}(x)+b_{n} \mathbf{D} P_{n}+c_{n} \mathbf{D} P_{n-1} .
$$

Next we use (28) to obtain the result.
Proposition 10. Let $f$ be a function satisfying (1), and $m \geq 1$ an integer, then the function $\mathbf{D}^{m} f$ is solution of the equation

$$
\begin{equation*}
\phi^{(m)}(x) \mathbf{D}^{2} y(x)+\psi^{(m)}(x) \mathbf{S D} y(x)+\lambda^{(m)} y(x)=0, \tag{31}
\end{equation*}
$$

where $\phi^{(m+1)}=\mathbf{S} \phi^{(m)}-x^{2} \mathbf{D} \psi^{(m)}-\frac{1}{2} \mathbf{S} \psi^{(m)}, \quad \psi^{(m+1)}=\mathbf{D} \phi^{(m)}+\mathbf{S} \phi^{(m)}+\frac{1}{2} \mathbf{D} \psi^{(m)}, \lambda^{(m+1)}=$ $\mathbf{D} \psi^{(m)}+\lambda^{(m)}$, with $\phi^{(0)}=\phi, \psi^{(0)}=\psi$ and $\lambda^{(0)}=\lambda$.
Proof. We apply the operator D to the difference equation (1) and use the relations (12), (13), (14) and (15) to obtain the result.
1.5 Three-term recurrence relation for $\mathbf{D}^{2} W_{n}\left(x^{2} ; a, b, c, d\right)$

In order to solve the inversion problem, we will need the following.
Proposition 11. The second-order divided differences of the Wilson polynomials satisfy the following three-term recurrence relation

$$
\begin{align*}
& \vartheta_{1}(a, x) \mathbf{D}^{2} W_{n}\left(x^{2} ; a, b, c, d\right) \\
& \quad=a_{n}^{\star} \mathbf{D}^{2} W_{n+1}\left(x^{2} ; a, b, c, d\right)+b_{n}^{\star} \mathbf{D}^{2} W_{n}\left(x^{2} ; a, b, c, d\right)+c_{n}^{\star} \mathbf{D}^{2} W_{n-1}\left(x^{2} ; a, b, c, d\right) \tag{32}
\end{align*}
$$

with

$$
\begin{aligned}
a_{n}^{\star}= & \frac{n-1}{n+1} \frac{k_{n}}{k_{n+1}}, \\
b_{n}^{\star}= & \left(a n+2 n^{2}-2 c a b+a^{4}-n b^{2}-n c^{2}-n d^{2}-5 n^{2} d-5 n^{2} c-5 n^{2} b+4 n^{3} d\right. \\
& +4 n^{3} c+4 n^{3} b+4 n a^{3}+6 n^{2} a^{2}+4 a n^{3}+2 a b^{2} n+d^{2} a c+2 d^{2} a n+2 d c^{2} n \\
& +2 d^{2} c n+2 c^{2} a n+c^{2} b d+c^{2} b a+2 c b^{2} n+2 c^{2} b n+c^{2} a d+d b^{2} a+d^{2} b c \\
& +d^{2} b a+d b^{2} c+2 d b^{2} n+2 d^{2} b n+c b^{2} a+6 c b n^{2}-4 d b n-4 d c n+6 n b a^{2} \\
& +6 n^{2} d a+6 n^{2} c a+6 d b n^{2}+6 d c n^{2}+6 n c a^{2}+6 n^{2} a b-4 c b n+6 n d a^{2} \\
& +2 n^{2} d^{2}+2 n^{2} c^{2}+2 n^{2} b^{2}+c^{2} a^{2}+a^{2} b^{2}+d^{2} a^{2}-2 a^{3}+2 a^{3} c+2 a^{3} d \\
& -2 b a^{2}-2 d c b-2 d c a-2 d a b+4 d c a b-4 n a b-4 n d a-4 n c a+3 d c a^{2} \\
& +3 d a^{2} b+3 c a^{2} b-4 n^{3}+2 n^{4}+2 a^{3} b+n b+n c+n d-5 a n^{2}-5 n a^{2} \\
& \left.-2 d a^{2}-2 c a^{2}+6 n d c b+6 n d c a+6 n d a b+6 n c a b\right) / \\
& (d+c+b+a+2 n-2)(d+c+b+a+2 n) \\
c_{n}^{\star}= & \frac{k_{n}}{k_{n-1}} \frac{(d+n-1+c)(d+b+n-1)(b+c-1+n)}{(2 n-1+d+c+b+a)} \\
& \times \frac{(-2+n+d+c+b+a) n(a-1+n+d)(a+c-1+n)(a+n+b-1)}{(2 n-3+d+c+b+a)(2 n-2+d+c+b+a)^{2}} .
\end{aligned}
$$

Proof. Since the Wilson polynomials satisfy the difference equation (26), the three-term recurrence relation (32) is valid. The coefficients $a_{n}^{\star}, b_{n}^{\star}$ and $c_{n}^{\star}$ can be computed as in Proposition 7.

### 1.6 The Continuous Dual Hahn Polynomials

It is well known that the Continuous Dual Hahn polynomials are special cases of the Wilson polynomials. More precisely, we have (see [8, P. 199])

$$
\begin{equation*}
S_{n}\left(x^{2} ; a, b, c\right)=\lim _{d \rightarrow \infty} \frac{W_{n}\left(x^{2} ; a, b, c, d\right)}{(a+d)_{n}} . \tag{33}
\end{equation*}
$$

The divided difference equation and the three-term recurrence relation for the Continuous Dual Hahn polynomials are obtained from the ones of the Wilson polynomials by a limiting process.

Theorem 12. The Continuous Dual Hahn polynomials are solutions of the second order difference equation

$$
\begin{equation*}
\left(-(a+b+c) x^{2}+a b c\right) \mathbf{D}^{2} y(x)+\left(x^{2}-a b-a c-b c\right) \mathbf{S D} y(x)-n y(x)=0 . \tag{34}
\end{equation*}
$$

Proposition 13. The Continuous Dual Hahn polynomials satisfy the three-term recurrence relation

$$
\begin{equation*}
\vartheta_{1}(a, x) S_{n}\left(x^{2} ; a, b, c\right)=a_{n} S_{n+1}\left(x^{2} ; a, b, c\right)+b_{n} S_{n}\left(x^{2} ; a, b, c\right)+c_{n} S_{n-1}\left(x^{2} ; a, b, c\right), \tag{35}
\end{equation*}
$$

with

$$
\begin{aligned}
& a_{n}=\frac{k_{n}}{k_{n+1}} \\
& b_{n}=-n+2 a n+a^{2}+2 n^{2}+c b+c a+a b+2 n c+2 n b \\
& c_{n}=\frac{k_{n}}{k_{n-1}} n(-1+c+a+n)(b+a-1+n)(-1+b+n+c) .
\end{aligned}
$$

Proposition 14. The second-order divided differences of the Continuous Dual Hahn polynomials satisfy the following three-term recurrence relation

$$
\vartheta_{1}(a, x) \mathbf{D}^{2} S_{n}\left(x^{2} ; a, b, c\right)=a_{n}^{\star} \mathbf{D}^{2} S_{n+1}\left(x^{2} ; a, b, c\right)+b_{n}^{\star} \mathbf{D}^{2} S_{n}\left(x^{2} ; a, b, c\right)+c_{n}^{\star} \mathbf{D}^{2} S_{n-1}\left(x^{2} ; a, b, c\right),
$$

with

$$
\begin{aligned}
& a_{n}^{\star}=\frac{(n-1)}{n+1} \frac{k_{n}}{k_{n+1}} \\
& b_{n}^{\star}=1-2 a-2 b-3 n-2 c+2 a n+a^{2}+2 n^{2}+c b+c a+a b+2 n c+2 n b, \\
& c_{n}^{\star}=\frac{k_{n}}{k_{n-1}} n(-1+c+a+n)(b+a-1+n)(-1+b+n+c) .
\end{aligned}
$$

## 2 Hypergeometric representation, Inversion formula and Connection coefficients

### 2.1 Hypergeometric Representation

Of course, the hypergeometric representation for the Wilson polynomials is well known and is given as definition in this paper. Here, we recover this hypergeometric representation from the divided difference equation algorithmically.
We assume that the solution of (1) is of the form

$$
\begin{equation*}
y_{n}(x)=\sum_{m=0}^{n} C_{m}(n) \vartheta_{m}(a, x) . \tag{36}
\end{equation*}
$$

Theorem 15. Let $y_{n}(s)$ be a polynomial system given by the $q$-differential equation (1) with $\phi(x)=\phi_{2} x^{4}+\phi_{1} x^{2}+\phi_{0}$ and $\psi(x)=\psi_{1} x^{2}+\psi_{0}$ given by (19) and 20 . Then, the power series coefficients $C_{m}(n)$ given by (36) satisfy the second-order recurrence equation:

$$
\begin{aligned}
& (m+2)(m+1)(m+2 a+1)(a+m+d+1)(a+m+1+c)(1+m+b+a) C_{m+2}(n) \\
& \quad-(m+1)\left(-m n d+a+b+n+m+d+c-m n b+2 a^{2}+c a b+6 a m^{2}+2 b m^{2}\right. \\
& \quad+2 d m^{2}+2 c m^{2}+5 a^{2} m+2 m^{3}+a^{3}+d a^{2}+2 b m+2 c m+2 d m+a n-n^{2}+4 a m \\
& \quad+2 a b+d c b+d c a+d a b+2 d a+2 c a+4 a b m+d c m+d b m+4 d a m+c b m+4 c a m \\
& -m n a+n m-m n c-m n^{2}+c a^{2}+b a^{2}-2 a n^{2}-2 n a^{2}-n b-n c-n d-2 n a b \\
& \left.\quad-2 n c a-2 n d a+2 m^{2}\right) C_{m+1}(n)+(m-n)(m-1+b+d+c+a+n) C_{m}(n)=0 .
\end{aligned}
$$

Hence, the Wilson polynomials have the following hypergeometric representation

$$
\begin{align*}
W_{n}\left(x^{2} ; a, b, c, d\right) & =K_{n} \sum_{m=0}^{n} \frac{(-n, n+a+b+c+d-1)_{m}}{m!(a+b, a+c, a+d)_{m}} \vartheta_{m}(a, x)  \tag{37}\\
& =K_{n 4} F_{3}\binom{-n, n+a+b+c+d-1, a-i x, a+i x}{a+b, a+c, a+d} .
\end{align*}
$$

Taking $K_{n}=(a+b, a+c, a+d)_{n}$ gives the usual form of the Wilson polynomials ([see [8], P. 185]).

Proof. Substitute $y_{n}(x)$ by the expression (36) in the equation (1), then multiply the resulting equation by $\vartheta_{1}(a, x)$. Next use the relations (4)-(11) for simplification. The desired recurrence relation follows by equating the coefficients of $\vartheta_{n}(a, x)$. Next, by Petkovšek-vanHoeij's algorithm ([9], Chapter 9) via the Maple command LREtools [hypergeomsols], we obtain the coefficient $C_{m}(n)$ up to a constant factor.

Theorem 16. Let $y_{n}(s)$ be a polynomial system given by the $q$-differential equation (34), then the power series coefficients $C_{m}(n)$ given by (36) satisfy the recurrence equation

$$
\begin{aligned}
& 2(m+2)(m+b+c+1) C_{m+2}(n)+\left(-4 m^{2}+(-4-4 a+2 n-4 c-4 b) m\right. \\
& \left.+(2 b+2 c+2) n-2 b-2-2 c a-2 c-2 a^{2}-2 a b-2 c b\right) C_{m+1}(n) \\
& +2 \frac{(a+m+b)(a+m+c)(m-n)}{m+1} C_{m}(n)=0 .
\end{aligned}
$$

Hence, the Continuous Dual Hahn polynomials have the following hypergeometric representation

$$
\begin{align*}
S_{n}\left(x^{2} ; a, b, c\right) & =K_{n} \sum_{m=0}^{n} \frac{(-n)_{m}}{m!(a+b, a+c)_{m}} \vartheta_{m}(a, x) \\
& =K_{n 3} F_{2}\left(\begin{array}{c|c}
-n, a-i x, a+i x & \\
a+b, a+c & 1
\end{array}\right) . \tag{38}
\end{align*}
$$

Taking $K_{n}=(a+b, a+c)_{n}$ gives the usual form of the Continuous Dual Hahn polynomials ([see [8], P. 196]).

Remark 17. Note that (38) can be deduced from (37) by a limiting process.

### 2.2 Connection and Linearization formulas for $\left(\vartheta_{n}(a, x)\right)_{n}$.

Theorem 18. The basis $\left(\vartheta_{n}(a, x)\right)_{n}$ satisfies the following linearization formula

$$
\begin{equation*}
\vartheta_{n}(a, x) \vartheta_{m}\left(a_{1}, x\right)=\sum_{k=0}^{m} J_{n+k}\left(m, n, a, a_{1}\right) \vartheta_{n+k}(a, x), \quad m, n \in \mathbb{N}, \tag{39}
\end{equation*}
$$

with

$$
J_{n+k}\left(m, n, a, a_{1}\right)=\binom{m}{k}\left(a_{1}-a-n, a_{1}+a+n+k\right)_{m-k}, k=0, \ldots, m .
$$

Proof. We first remark that

$$
\vartheta_{n}(a, x)=\prod_{j=0}^{n-1}\left((a+j)^{2}+x^{2}\right) .
$$

Hence, for $x=\xi_{j}(a)=i(a+j)$, it happens that

$$
\vartheta_{n}\left(a, \xi_{j}(a)\right)=0, \quad j=0,1, \ldots, n-1, \quad \text { and } \quad \vartheta_{n}\left(a, \xi_{n}(a)\right) \neq 0 .
$$

We now expand the product $\vartheta_{n}(a, x) \vartheta_{m}\left(a_{1}, x\right)$ in the basis $\vartheta_{k}(a, x)$

$$
\begin{equation*}
\vartheta_{n}(a, x) \vartheta_{m}\left(a_{1}, x\right)=\sum_{k=0}^{n+m} J_{k}\left(m, n, a, a_{1}\right) \vartheta_{k}(a, x) . \tag{40}
\end{equation*}
$$

We get

$$
\begin{aligned}
0 & =\vartheta_{n}\left(a, \xi_{0}(a)\right) \vartheta_{m}\left(a_{1}, \xi_{0}(a)\right) \\
& =J_{0}\left(m, n, a, a_{1}\right)+\sum_{k=1}^{n+m} J_{k}\left(m, n, a, a_{1}\right) \vartheta_{k}\left(a, \xi_{0}(a)\right)=J_{0}\left(m, n, a, a_{1}\right) .
\end{aligned}
$$

Hence, we can write

$$
\vartheta_{n}(a, x) \vartheta_{m}\left(a_{1}, x\right)=\sum_{k=1}^{n+m} J_{k}\left(m, n, a, a_{1}\right) \vartheta_{k}(a, x) .
$$

By the same procedure, we get

$$
J_{1}\left(m, n, a, a_{1}\right) \vartheta_{1}(a, x)=\vartheta_{n}\left(a, \xi_{1}(a)\right) \vartheta_{m}\left(a_{1}, \xi_{1}(a)\right)=0,
$$

and hence we get $J_{1}\left(m, n, a, a_{1}\right)=0$. Progressively, we prove that

$$
J_{0}\left(m, n, a, a_{1}\right)=J_{1}\left(m, n, a, a_{1}\right)=\cdots=J_{j}\left(m, n, a, a_{1}\right)=0, \quad j \leq n-1 .
$$

We can actually write

$$
\begin{equation*}
\vartheta_{n}(a, x) \vartheta_{m}\left(a_{1}, x\right)=\sum_{k=n}^{n+m} J_{k}\left(m, n, a, a_{1}\right) \vartheta_{n+k}(a, x)=\sum_{k=0}^{m} J_{k}\left(m, n, a, a_{1}\right) \vartheta_{n+k}(a, x) . \tag{41}
\end{equation*}
$$

First of all, we have

$$
\vartheta_{n}\left(a, \xi_{n}(a)\right) \vartheta_{m}\left(a_{1}, \xi_{n}(a)\right)=J_{n}\left(m, n, a, a_{1}\right) \vartheta_{n}\left(a, \xi_{n}(a)\right),
$$

and hence

$$
J_{n}\left(m, n, a, a_{1}\right)=\vartheta_{m}\left(a_{1}, \xi_{n}(a)\right)=\left(a_{1}+a+n, a_{1}-a-n\right)_{m} .
$$

Using (41), we can write

$$
\vartheta_{m}\left(a_{1}, x\right)=\sum_{k=n}^{m} J_{n+k}\left(m, n, a, a_{1}\right) \frac{\vartheta_{n+k}(a, x)}{\vartheta_{n}(a, x)}=\sum_{k=0}^{m} J_{n+k}\left(m, n, a, a_{1}\right) \vartheta_{k}(a+n, x)
$$

The use of the relation (8) yields

$$
\frac{m!}{(m-l)!} \vartheta_{m-l}\left(a_{1}+\frac{l}{2}, x\right)=\sum_{k=l}^{m} J_{n+k}\left(m, n, a, a_{1}\right) \frac{k!}{(k-l)!} \vartheta_{k-l}\left(a+n+\frac{l}{2}, x\right) .
$$

Taking $k=l$ and $x=\xi_{0}\left(a+n+\frac{l}{2}\right)$, it follows that

$$
J_{n+l}\left(m, n, a, a_{1}\right)=\binom{m}{l} \vartheta_{m-l}\left(a_{1}+\frac{l}{2}, \xi_{0}\left(a+n+\frac{l}{2}\right)\right)
$$

The required result follows by an easy simplification.
Corollary 19. The following connection formula between $\left(\vartheta_{n}(a, x)\right)_{n}$ and $\left(\vartheta_{m}\left(a_{1}, x\right)\right)_{m}$ is valid

$$
\begin{equation*}
\vartheta_{m}(a, x)=\sum_{k=0}^{m}\binom{m}{k}\left(a-a_{1}, a+a_{1}+k\right)_{m-k} \vartheta_{k}\left(a_{1}, x\right), \quad m \in \mathbb{N} \tag{42}
\end{equation*}
$$

Remark 20. If we take $a_{1}=a$, then the formula (39) becomes

$$
\begin{equation*}
\vartheta_{m}(a, x) \vartheta_{n}(a, x)=\sum_{k=0}^{m}\binom{m}{k}(-n, 2 a+n+k)_{m-k} \vartheta_{n+k}(a, x), m, n \in \mathbb{N} . \tag{43}
\end{equation*}
$$

The case $m=1$ gives relation (6).

### 2.3 Inversion Formula

### 2.3.1 Structure relation for the basis $\vartheta_{n}(a, x)$.

Proposition 21. The basis $\vartheta_{n}(a, x)$ fulfils the following structure relation.

$$
\begin{equation*}
\vartheta_{1}(a, x) \mathbf{D}^{2} \vartheta_{n}(a, x)=\frac{n-1}{n+1} \mathbf{D}^{2} \vartheta_{n+1}(a, x)-(n-1)(n-1+2 a) \mathbf{D}^{2} \vartheta_{n}(a, x) . \tag{44}
\end{equation*}
$$

Proof. From relation (9), we have $\vartheta_{1}(a, x) \mathbf{D}^{2} \vartheta_{n+1}(a, x)=\delta(n+1) \vartheta_{n}(a, x)$. Hence we deduce

$$
\vartheta_{n-1}(a, x)=\frac{1}{\delta(n)} \vartheta_{1}(a, x) \mathbf{D}^{2} \vartheta_{n}(a, x), \quad \vartheta_{n}(a, x)=\frac{1}{\delta(n+1)} \vartheta_{1}(a, x) \mathbf{D}^{2} \vartheta_{n+1}(a, x)
$$

Finally, the use of the three-term recurrence relation (6) yields the result.

### 2.3.2 The inversion formula.

Next we find the coefficients $I_{m}(n)$ in the expansion

$$
\begin{equation*}
\vartheta_{n}(a, x)=\sum_{m=0}^{n} I_{m}(n) y_{m}(x), \tag{45}
\end{equation*}
$$

where $y_{n}(x)$ is $W_{n}\left(x^{2} ; a, b, c, d\right)$ or $S_{n}\left(x^{2} ; a, b, c, d\right)$.

Theorem 22. The following inversion formulas are valid:

$$
\begin{gather*}
\vartheta_{n}(a, x)=\sum_{m=0}^{n}\binom{n}{m} \frac{(-1)^{m}(a+b+m, a+c+m, a+d+m)_{n-m}}{(a+b+c+d+m-1)_{m}(a+b+c+d+2 m)_{n-m}} W_{m}\left(x^{2} ; a, b, c, d\right)  \tag{46}\\
\vartheta_{n}(a, x)=\sum_{m=0}^{n}(-1)^{m}\binom{n}{m}(a+b+m, a+c+m)_{n-m} S_{m}\left(x^{2} ; a, b, c\right) \tag{47}
\end{gather*}
$$

Proof. Substituting the expression of $\vartheta_{n}(a, x)$ given by 45 in (6) and in 44 , and using the three-term recurrence relations (32) and (11) we get by an appropriate shift of indices the following two cross-rules

$$
\begin{aligned}
I_{m}(n+1)+\mu(a, n) I_{m}(n) & =a_{m-1} I_{m-1}(n)+b_{m} I_{m}(n)+c_{m+1} I_{m+1}(n) \\
\frac{\delta(n)}{\delta(n+1)} I_{m}(n+1)+\mu(a, n-1) I_{m}(n) & =a_{m-1}^{\star} I_{m-1}(n)+b_{m}^{\star} I_{m}(n)-c_{m+1}^{\star} I_{m+1}(n)
\end{aligned}
$$

By linear algebra, we eliminate the term $I_{m}(n+1)$ and get a pure recurrence equation with respect to $m$ in $I_{m}(n)$. Next, by Petkovšek-van-Hoeij's algorithm ([9], Chapter 9) via the Maple command LREtools [hypergeomsols]. Identification of the coefficient of $\vartheta_{n}(a, x)$ on both sides gives the desired constant.

### 2.4 Connection formulas

In this subsection, we give an explicit formula for the coefficients $D_{k}(n)$ in the expansion

$$
P_{n}(x)=\sum_{k=0}^{n} D_{k}(n) P_{k}(x)
$$

where $P_{n}(x)=W_{n}\left(x^{2} ; a, b, c, d\right)$ or $P_{n}(x)=S_{n}\left(x^{2} ; a, b, c\right)$, the parameters $a, b, c$ and $d$ may be different.
First note the following

$$
P_{n}(x)=\sum_{m=0}^{n} C_{m}(n) \vartheta_{m}(a, x) \quad \text { and } \quad \vartheta_{m}(a, x)=\sum_{k=0}^{m} I_{k}(m) P_{k}(x)
$$

Combining those two relations we get

$$
P_{n}(x)=\sum_{k=0}^{n} D_{k}(n) P_{k}(x), \quad \text { with } \quad D_{k}(n)=\sum_{m=0}^{n-k} C_{m+k}(n) I_{k}(m+k)
$$

Proposition 23. The following connections are valid

$$
\begin{align*}
W_{n}\left(x^{2} ; a, b, c, d\right)= & \sum_{k=0}^{n}\binom{n}{k} \frac{(a+b+k, a+c+k, a+d+k)_{n-k}}{(a+\beta+\gamma+\delta+k-1)_{k}} \\
& \times(n+a+b+c+d-1)_{k} A_{k} W_{k}\left(x^{2} ; a, \beta, \gamma, \delta\right)  \tag{48}\\
S_{n}\left(x^{2} ; a, b, c\right)= & \sum_{k=0}^{n}\binom{n}{k}(a+b+k, a+c+k)_{n-k} \\
& \times{ }_{3} F_{2}\left(\left.\begin{array}{c}
k-n, a+\beta+k, a+\gamma+k \\
a+b+k, a+c+k
\end{array} \right\rvert\, 1\right) S_{k}\left(x^{2} ; a, \beta, \gamma\right) . \tag{49}
\end{align*}
$$

with

$$
A_{k}={ }_{5} F_{4}\left(\left.\begin{array}{c}
k-n, n+a+b+c+d+k-1, a+k+\beta, a+k+\gamma, a+k+\delta \\
2 k+\delta+\gamma+\beta+a, a+b+k, a+c+k, a+d+k
\end{array} \right\rvert\, 1\right)
$$

Proof. We start by writing the inversion formula (46) for $W_{n}\left(x^{2} ; a, \beta, \gamma, \delta\right)$. Combining this inversion formula with the expansion of $W_{n}\left(x^{2} ; a, b, c, d\right)$ in the basis $\vartheta_{n}(a, x)$, we get (48). The result for the Continuous Dual Hahn polynomials follows in the same manner or can be obtained from (48) by a limiting process.

Proposition 24. The Wilson polynomials $W_{n}\left(x^{2}, a, b, c, d\right)$ and the Continuous Dual Hahn polynomials $S_{n}\left(x^{2}, a, b, c\right)$ have the following representation in the basis $\left(\vartheta_{n}(\alpha, x)\right)$

$$
\begin{align*}
W_{n}\left(x^{2} ; a, b, c, d\right)= & \sum_{m=0}^{n}\binom{n}{m} \frac{(-1)^{m}(a+b, a+c, a+d)_{n}(n+a+b+c+d-1)_{m}}{(a+b, a+c, a+d)_{m}} \\
& \times_{4} F_{3}\left(\left.\begin{array}{c}
m-n, n+a+b+c+d+m-1, a+\alpha+m, a-\alpha \\
a+b+m, a+c+m, a+d+m
\end{array} \right\rvert\, 1\right) \vartheta_{m}(\alpha, x),  \tag{50}\\
S_{n}\left(x^{2} ; a, b, c\right)= & \sum_{m=0}^{n}\binom{n}{m} \frac{(-1)^{m}(a+b, a+c)_{n}}{(a+b, a+c)_{m}}{ }_{3} F_{2}\left(\left.\begin{array}{c}
m-n, a+\alpha+m, a-\alpha \\
a+b+m, a+c+m
\end{array} \right\rvert\, 1\right) \vartheta_{m}(\alpha, x) . \tag{51}
\end{align*}
$$

Proof. Combining (42) with (38), (50) follows. (51) is obtained from (50) by a limiting process.

Proposition 25. The following connection formulas are valid.

$$
\begin{align*}
& W_{n}\left(x^{2} ; a, b, c, d\right)  \tag{52}\\
& \quad=\sum_{m=0}^{n}\left\{\binom{n}{m} \frac{(n+a+b+c+d-1)_{m}(m+a+b, m+a+c, m+a+d)_{n-m}}{(m+\alpha+\beta+\gamma+\delta-1)_{m}}\right. \\
& \times \sum_{k=0}^{n-m} \frac{(m-n, m+n+a+b+c+d-1, m+\alpha+\beta, m+\alpha+\gamma, m+\alpha+\delta)_{k}}{k!(m+a+b, m+a+c, m+a+d, 2 m+\alpha+\beta+\gamma+\delta)_{k}} \\
& \left.\times{ }_{4} F_{3}\left(\left.\begin{array}{c}
k+m-n, a+\alpha+k+m, a-\alpha, n+a+b+c+d+m+k-1 \\
k+m+a+b, k+m+a+c, k+m+a+d
\end{array} \right\rvert\, 1\right)\right\} \\
& \times W_{m}\left(x^{2} ; \alpha, \beta, \gamma, \delta\right), \\
& S_{n}\left(x^{2}, a, b, c\right)=\sum_{m=0}^{n}\binom{n}{m} \sum_{k=0}^{n-m} \frac{(m-n, m+\alpha+\beta, m+\alpha+\gamma)_{k}(a+b+m, a+c+m)_{n-m}}{k!(a+b+m, a+c+m)_{k}} \\
& \quad \times{ }_{3} F_{2}\binom{m+k-n, a+\alpha+k+m, a-\alpha \mid}{ a+b+m+k, a+c+m+k} S_{m}\left(x^{2}, \alpha, \beta, \gamma\right),
\end{align*}
$$

Proof. We start by writing the inversion formula (46) for $W_{n}\left(x^{2} ; \alpha, \beta, \gamma, \delta\right)$. Combining this inversion formula with the expansion of $W_{n}\left(x^{2} ; a, b, c, d\right)$ in the basis $\vartheta_{n}(\alpha, x)$ as in (50), we get (52). The result for the Continuous Dual Hahn polynomials follows in the same manner or can be obtained from (52) by a limiting process.

Remark 26. 1. Connection formula (48) has been given by Jorge Sánchez-Ruiz and Jesús S. Dehesa in [14] using the following formula derived by Fields and Wimp [12] (see also [13], p. 7)

$$
\begin{aligned}
& p+r+1 F_{q+s}\left(\left.\begin{array}{c}
-n,\left[a_{p}\right],\left[c_{r}\right] \\
{\left[b_{q}\right],\left[d_{s}\right]}
\end{array} \right\rvert\, z w\right)=\sum_{k=0}^{n}\binom{n}{k} \frac{\left(\left[a_{p}\right]\right)_{k}\left(\left[\alpha_{t}\right]\right)_{k} z^{k}}{\left(\left[b_{p}\right]\right)_{k}\left(\left[\beta_{u}\right]\right)_{k}(k+\lambda)_{k}} \\
& \times_{p+t+1} F_{q+u+1}\left(\left.\begin{array}{c}
k-n,\left[k+a_{p}\right],\left[k+\alpha_{t}\right] \\
2 k+\lambda+1,\left[k+b_{q}\right],\left[k+\beta_{t}\right]
\end{array} \right\rvert\, z\right) \\
& \times_{r+u+2} F_{s+t}\left(\left.\begin{array}{c}
-k, k+\lambda,\left[c_{r}\right],\left[\beta_{u}\right] \mid w \\
{\left[d_{s}\right],\left[\alpha_{t}\right]}
\end{array} \right\rvert\,\right) .
\end{aligned}
$$

2. Connection formula (52) generalizes (48).
3. Connection formulas (48) and (52) were proved in [7] by a limiting process using the connection formulas for the Askey-Wilson polynomials.
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