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Abstract

By holonomic guessing, we denote the process of finding a linear differential equation with polynomial
coefficients satisfied by the generating function of a sequence, for which only a few first terms are known.
Holonomic guessing has been used in computer algebra for over three decades to demonstrate the value
of the guess-and-prove paradigm in intuition processes preceding proofs, as propagated in The Art of
Solving (Polya, 1978). Among the prominent packages used to perform guessing, one can cite the Maple
Gfun package of Salvy and Zimmermann; the Mathematica GeneratingFunctions package of Mallinger;
and the Sage ore algebra package of Kauers, Jaroschek, and Johansson.

We propose an approach that extends holonomic guessing by allowing the targeted differential equa-
tions to be of degree at most two. Consequently, it enables us to capture more generating functions than
just holonomic functions. The corresponding recurrence equations are similar to known equations for
the Bernoulli, Euler, and Bell numbers. As a result, our software finds the correct recurrence and differ-
ential equations for the generating functions of the up/down numbers (https://oeis.org/A000111),
the evaluations of the zeta function at positive even integers, the Taylor coefficients of the Lambert W
function, and many more. Our Maple implementation (delta2guess) is part of the FPS package which
can be downloaded at http://www.mathematik.uni-kassel.de/~bteguia/FPS_webpage/FPS.htm.

Keywords Non-holonomic function, Recurrence equation, Cauchy product formula, Bernoulli numbers,
Euler numbers, Bell numbers.

1 Introduction

Roughly speaking, guessing is finding the solution to a given problem by over-constraining the shape of
a hypothetical solution from finite data. By its nice closure properties, univariate D-finite functions, or
simply holonomic functions, stayed at the center of this method (see [5, 2, 6, 14, 10]). However, there are
sequences and functions for which the holonomic system cannot help (see [1]). For instance, the reciprocal of
a holonomic function is generally not holonomic (see [3]). Therefore sequences whose generating functions
are reciprocals of holonomic functions are out of reach with the commonly used guessing. In [12, 13], the
class of δ2-finite functions was introduced. We recall the definition below.

Definition 1 (δ2-finite functions). Assume d−1

dz−1 f = 1 for any function f := f(z). Let δ2,z be the operator
defined as:

δk2,z(f) =
di−2

dzi−2
f · d

j−2

dzj−2
f = f(z)(i−2) · f(z)(j−2), where (i, j) = ν(k). (1)

ν(k) = (i, j) =

{
(l, l) if N = k

(l + 1, k −N) otherwise
, (2)
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where l =

⌊√
2k +

1

4
− 1

2

⌋
, and N =

l(l + 1)

2
. (3)

A function f(z) is called δ2-finite if there exist polynomials P0(z), · · · , Pd(z) over a field K of characteristic
zero, not all zero, such that

Pd(z)δ
d+2
2,z (f(z)) + · · ·+ P2(z)δ

4
2,z (f(z)) + P1(z)δ

3
2,z (f(z)) + P0(z)f(z) = 0. (4)

The derivative operator δ2,z in Definition 1 computes quadratic (degree 2) terms according to the lexi-
cographic ordering in the differential polynomial ring Kf := K[z][f(z), f(z)′, f(z)′′, f(z)(3), . . .]. In [11],
finiteness relates to the finite-dimensional vector space that spans the derivatives. In our case, this relates
to the finitely many variables of Kf for a given δ2-finite function f . The author is currently working on more
elaborations in this regard, including particular closure properties. The class of δ2-finite functions contains
holonomic functions. It also contains reciprocals of those satisfying second-order holonomic differential
equations (see [13]). Functions satisfying first-order holonomic differential equations are holonomic by the
arguments in [3], hence also δ2-finite. Some interesting δ2-finite functions are the Lambert W function,
the reciprocals of the Bessel functions, and many generating functions involving numbers like the Bell,
Bernoulli, and Euler numbers. The algorithm in [13] outputs power series representations in the form

f(z) =
∞∑
n=0

anz
n,

an+p = Φ(n, a0, .., an+p−1),

a0, a1.., ap−1 taken from the series truncation of order p
, (5)

where Φ : Z × Kn+p −→ K is a recursive relation deduced from the recurrence equation associated to a
quadratic (or δ2-finite since it can be holonomic) differential equation of the form (4) satisfied by f(z).
It is customary to find many applications of the study of sequences in enumerative combinatorics. These
Bernoulli, Euler, and Bell numbers often occur in combinatorial problems. Thus, one thinks of an algorithm
that will take a few terms a0, a1, . . . , aN of a given sequence whose explicit formula might be unknown and
find the corresponding Φ and its associated differential equation.
Previously, Hebisch and Rubey (see [4]) investigated guessing with the whole family of algebraic differential
equations, which of course, includes the δ2-finite one. However, we are not aware of a theoretical reason
stipulating why one should investigate more arbitrary-degree differential polynomials than second-degree
ones. We think that a systematic study of the relation between degree-k and degree-(k+1) differential
polynomials will provide more insight into the use of algebraic differential equations. A simple reason to
work on δ2-finite equations is that most of the algebraic differential equations in [4] have their δ2-finite
analog – tempting to illustrate that δ2-finite differential equations might suffice in many cases. Note,
moreover, that lower-degree algebraic differential equations are usually desired when it comes to solving
them using algebraic geometry techniques (see [8],[7, Chapter 3],[9]) or writing recursive formulas for power
series solutions.

2 Sketch of the algorithm

We are given N + 1 terms a0, . . . , aN of an “unknown” sequence (an)n>0 over a field K of characteristic
zero. We want to find a δ2-finite differential equation

d∑
k=0

Pk(z)δ
k+2
2,z (f(z)) = 0, (6)

such that f(z) =
∑∞

n=0 anz
n. The algorithm proceeds as follows:

2



B. Teguia Tabuguia

1. Fix a degree bound m ∈ N for the polynomial coefficients Pk(z), 0 ≤ k ≤ d. We use the default value
m = 2 since this suffices to correctly guess the equations for the Bernoulli, Euler, and Bell numbers.

2. For 3 ≤ d ≤ d(N + 1) /(m+ 1)e

(a) Compute the recurrence relation of the power series solutions of the ansatz

d∑
k=0

(ck,0 + · · ·+ ck,mz
m) δk+2

2,z (f(z)), (7)

where ck,i, k = 0 . . . d, i = 0 . . .m are unknown coefficients.

(b) Evaluate the recurrence equation for n = 0, . . . , (m+ 1)(d+ 1)−1, assuming an = 0 for n ≤ −1,
and using the given first terms. This yields a linear system for the unknowns ck,i’s that we
solve using Maple linear system solver (SolveTools:-Linear) which implements many efficient
algorithms for linear systems solving. Denote by S the set of solutions.

(c) If S is not empty and (m+1)(d+1) < N+1, then use the N+1−(m+1)(d+1) remaining initial
terms to verify the solution found. Set S to the empty set if the verification fails. Interrupt the
loop (of step 2 as a whole) if the verification succeeds.

3. Return the differential equation and the recurrence equation corresponding to the solution in S if
S 6= ∅; otherwise return FAIL (not successful).

3 Examples

We implemented our algorithm in Maple with the name delta2guess (or FPS:-delta2guess) as a proce-
dure of the FPS package available at http://www.mathematik.uni-kassel.de/~bteguia/FPS_webpage/

FPS.htm. The procedure takes a list of finitely many numbers as input and returns a list of two elements
in the successful case. These are a generic differential equation for the generating function and a generic
recurrence equation for the input numbers, understood as the corresponding power series coefficients.

Example 2. Maple does not, by default, compute ζ(50), where ζ denotes the Riemann Zeta function.
Therefore this example is more interesting to test our implementation. Using our guessed recurrence
equation, we can compute more terms of the sequence by no means of the Zeta function. The verification
of the correctness is easier since (ζ(2n))n>1 has a well-known explicit formula in terms of the Bernoulli
numbers.

> L:=[ seq ( Zeta (2∗ j ) , j =1 . . 2 4 ) ] : L [ 1 . . 5 ]

(8 )

[
π2

6
,
π4

90
,
π6

945
,
π8

9450
,
π10

93555

]
> FPS:− d e l t a 2 g u e s s (L)

(9)

[
Cn (n+ 1) a(n+ 1) + C0 (n− 1)na(n)− 2 C

(
n−1∑
k=0

(k + 1) a(k + 1) a(n− 1− k)

)

− 2 C0

(
n−2∑
k=0

(k + 1) a(k + 1) a(n− 2− k)

)
− C

(
n∑

k=0

a(k) a(n− k)

)

− C0

(
n−1∑
k=0

a(k) a(n− 1− k)

)
+

5n C0a(n)

2
+

5 C (n+ 1) a(n+ 1)

2
= 0,

(− C0z − C) y(z)2 +
(
−2 C0 z2 − 2 Cz

)
y(z)

(
d

dz
y(z)

)
+
(
C0 z2 + Cz

)( d2

dz2
y(z)

)
+

(
5 C

2
+

5 C0z

2

)(
d

dz
y(z)

)
= 0

]
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Substituting C = 2 and C0 = 0 gives the expected guess. That is equivalent to taking an element of the
basis of the K-module of all solutions. �

Therefore we obtain the following theorem.

Theorem 3. The generating function of the sequence defined by

a(n) := ζ(2n+ 2) = (−1)n(2π)2n+2 B2n+2

2 (2n+ 2)!
, n ≥ 0

where Bn is the nth Bernoulli number, satisfies the recurrence equation

(2n+ 5) (n+ 1) a(n+ 1)−2

(
n∑
k=0

2(k + 1) a(k + 1) a(n− 1− k) +a(k) a(n− k)

)
= 0, (10)

and, equivalently, its generating function is a solution of the differential equation

2z

(
d2

dz2
y(z)

)
+ 5

d

dz
y(z)− 4zy(z)

(
d

dz
y(z)

)
− 2y(z)2 = 0. (11)

Proof. The generating function of (a(n))n>0 can be deduced from the well-known relation

− π z

2
cot(π z) +

1

2
=

∞∑
n=1

ζ(2n)z2n. (12)

Therefore we get the generating function
1−π cot (π

√
z)
√
z

2z which satisfies (11).

Example 4. The up/down or “zig-zag” numbers from https: // oeis. org/ A000111 have the exponential
generating function tan

(
z
2 + π

4

)
. This can be recovered by our implementation. Indeed, the values from

OEIS, each divided by the factorial of their index (starting from zero), lead to the following guess.

(13 )

[
(n+ 1) (n+ 2) a(n+ 2)−

(
n∑
k=0

(k + 1) a(k + 1) a(n− k)

)
= 0,

d2

dz2
y(z)− y(z)

(
d

dz
y(z)

)
= 0

]

Solving the differential equation and matching the first two Taylor coefficients with the first two terms of
the sequence give exactly the desired generating function. Note that using FPS:-FindQRE and FPS:-QDE,
one can also compute the same recurrence equation and differential equation from tan

(
z
2 + π

4

)
, respectively.

�
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