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Constrained Hamiltonian systems represent a special class of differential algebraic equations
appearing in many mechanical problems. We survey some possibilities for exploiting their
rich geometric structures in the numerical integration of the systems. Our main theme is
the construction of underlying equations for which the constraint manifold possesses good
stability properties. As an application we compare position and momentum projections for
systems with externally imposed holonomic constraints.
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1 Introduction

Hamiltonian mechanics [14] is an old and important tool for the energy-based modelling of
mechanical (and other) systems without friction. Compared with other approaches to classical
mechanics like Newtonian or Lagrangian formulations, it possesses a particularly rich geome-
try [1]. For example, in canonical transformations positions and momenta may be transformed
independently, whereas in Lagrangian mechanics the transformation of the velocities follows
from the one of the positions via the chain rule. On the theoretical side, this gives us more
freedom in choosing a suitable representation for a Hamiltonian systems; on the practical side,
this observation is the basis of symplectic integrators [16, 26].

The modelling of larger mechanical systems almost inevitably leads to constraints. This is
for example the case, if a modular approach has been taken where a larger system is broken up
in smaller subsystems. Connecting the models for the subsystems yields constraints between
previously independent variables. In modern theoretical physics, gauge symmetries (or gauge
fixing conditions) are a natural source for constraints. If constraints are present, the true
phase space in which the dynamics of the system takes place is only a subset of the originally
chosen phase space. Its determination is complicated by the possible existence of further
hidden constraints. Because of the constraints, one needs differential algebraic equations for
the modelling (one also speaks of the descriptor form of the equations of motion). Their
numerical analysis is by now fairly well understood [7, 17, 23] and a number of software
packages are available.
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4 W.M. Seiler: Stable Underlying Equations for Constrained Hamiltonian Systems

On the true phase space the equations of motion become a standard ordinary differential
equation (often called the state space form of the system) which could be integrated by any
standard method. In practice, it is often impossible (or at least very expensive) to perform this
reduction. An alternative is the use of an underlying equation; this is an ordinary differential
equation defined on the whole phase space which coincides on the true phase space with the
state space form. Such underlying equations are usually not difficult to obtain.

The simplest approach to solve a differential algebraic equation consists of integrating
an underlying equation. It has the advantage that standard methods for ordinary differential
equations can be applied, but it suffers potentially from a drift off from the true phase space
due to numerical errors. This drift may be considered as a stability problem: the basic question
is whether the constraint manifold is attractive or repulsive for the underlying equation.

There are two fundamental strategies to tackle this problem. Stabilisation techniques try to
find an underlying equation for which the true phase space is at least not repulsive. Alterna-
tively, one designs special numerical methods ensuring that the approximate solution satisfies
the constraints (or at least some of them). Typically, this involves (at least implicitly) some
form of projections on the true phase space.

The two strategies should be considered as complementary. Even if one uses special in-
tegrators preserving the constraints, the obtained results will benefit from a more stable for-
mulation of the equations of motion. First of all, if the constraint manifold is attractive, less
projections are needed reducing the computational effort. Secondly, while projections obvi-
ously ensure the preservation of the constraints, it is not guaranteed that the projected point is
close to the true trajectory: the shorter the distance over which one must project, the smaller
the errors introduced that way.

The main theme of this article is to show that various physically motivated formulations of
the equations of motion of a constrained Hamiltonian system may be understood as stabili-
sation techniques, although the original motivations of their derivation were often completely
different problems like quantisation. More precisely, we will first study the classical Dirac
theory of constrained Hamiltonian systems [11, 12] which has been applied for the numerical
integration of the systems in [20, 31]. Then we turn our attention to the impetus-striction
formalism. It was introduced under this name by Dichmann et al. [9, 10, 22] mainly for field
theories and appeared independently at several other places [19, 25, 33] in the context of the
numerical analysis of mechanical systems. We will present a new purely Hamiltonian point
of view of it as a canonical momentum projection.

As an application of these results, we compare the effect of position and momentum projec-
tions. In systems with externally imposed constraints the momentum constraints are hidden.
For this reason, they are often neglected in the numerical integration and only position projec-
tions are used. However, we will show that momentum projections are not only cheaper but
also more effective. While our analysis makes significant use of techniques specific to Hamil-
tonian systems like canonical transformations, it should be emphasised that the result holds
for much larger classes of systems. Alishenas [2, 3] obtained for example identical results for
Lagrangian systems using classical error analysis techniques.

This article is organised as follows. The next section reviews some basic notions from
Hamiltonian mechanics which are needed later. Section 3 covers the classical Dirac the-
ory and derives in particular the Hamilton-Dirac equations. We then specialise the results to
regular systems with externally imposed constraints. Section 5 derives the impetus-striction
formalism in a novel purely Hamiltonian manner showing that it consists effectively of a

Copyright line will be provided by the publisher



gamm header will be provided by the publisher 5

canonical transformation. Afterwards we discuss the interpretation of this transformation as
a momentum projection. Section 7 applies the theory developed so far for a comparison of
position and momentum projections. Finally, we verify our theoretical results on a simple
example, namely the planar pendulum in Cartesian coordinates.

2 Hamiltonian Mechanics

The traditional starting point for the modelling of a mechanical system is not directly the
Hamiltonian formulation but the Lagrangian one. Letq be (generalised) coordinates in an
N -dimensional configuration spaceQ. We restrict our presentation to autonomous systems,
as explicit time dependencies can always be treated by considering the time as additional
coordinate in an extended configuration space. The Lagrangian is then a real-valued function
L(q, q̇) on the tangent bundleTQ and the dynamics of a mechanical system described by it
are given by the well-knownEuler-Lagrange equations

d

dt

(
∂L

∂q̇

)
− ∂L

∂q
= 0 . (1)

The LagrangianL is called regular, if the Hessian∂
2L

∂q̇∂q̇ with respect to the velocitieṡq is
regular. In this case all equations in (1) are second order.

The most important case for applications arenatural systems. HereQ is a Riemannian
manifold, i. e. we are in addition given a scalar product onTQ. The scalar product is defined
by a symmetric, positive definite matrix functionM(q) and for vectoru,v ∈ TqQ we have
(u,v)M = utM(q)v. For a natural mechanical system,M is the mass matrix and the La-
grangian is of the formL(q, q̇) = 1

2 (q̇, q̇)M − V (q) with some real valued potentialV . For
a constant mass matrix, (1) leads then to the familiar Newtonian equationsM q̈ = −∂V/∂q.

The Hamiltonian formulation is obtained via aLegendre transformation. Geometrically,
it is given by the fibre derivative ofL and maps the tangent bundleTQ into the cotangent
bundleT ∗Q, the phase space of Hamiltonian mechanics. In coordinates, we introduce the
canonically conjugate momenta

p =
∂L

∂q̇
(q, q̇) . (2)

In the case of a natural system, this leads to the familiar expressionp = M q̇. For a regular
Lagrangian, (2) may be inverted and the velocitiesq̇ can be expressed as functions of(q,p).
Thecanonical Hamiltonianof the system given byHc = ptq̇ − L(q, q̇) is then a real-valued
functions ofT ∗Q and represents physically the total energy of the system.

The Hamiltonian equations of motion are obtained by entering the momenta into (1):

q̇ =
∂Hc

∂p
, ṗ = −∂Hc

∂q
. (3)

A convenient way to express these equations is provided by thePoisson bracket. If F (q,p),
G(q,p) are two arbitrary observables, i. e. real-valued functions onT ∗Q, then we define

{F,G} =
(
∂F

∂q

)t
∂G

∂p
−

(
∂G

∂q

)t
∂F

∂p
. (4)
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6 W.M. Seiler: Stable Underlying Equations for Constrained Hamiltonian Systems

This bracket is linear in its arguments, skew-symmetric{F,G} = −{G,F} and satisfies the
Jacobi identity

{
F, {G,H}

}
+

{
G, {H,F}

}
+

{
H, {F,G}

}
= 0. The equations of motion

(3) may now be concisely written in the form

q̇ = {q,Hc} , ṗ = {p,Hc} . (5)

More generally, the evolution of any observable along trajectories of the Hamiltonian system
(3) is determined byḞ = {F,Hc}, as one can easily check. Note that this trivially implies
energy conservation, aṡHc = {Hc,Hc} = 0.

Poisson brackets are also useful for characterisingcanonical transformations. These are
coordinate transformations(q,p)↔ (Q,P ) that preserve the brackets. They may be derived
with the help ofgenerating functions[14, Chapt. VIII]. Different types of generating functions
exist; we will use functionsS(Q,p). The corresponding canonical transformation is then
implicitly defined by the equations

q =
∂S

∂p
(Q,p) , P =

∂S

∂Q
(Q,p) . (6)

3 Dirac Theory of Constrained Hamiltonian Systems

The Dirac theory considers the case that the relations (2) cannot be solved for all velocitiesq̇.
Obviously, this only happens, if the Hessian∂2L

∂q̇∂q̇ does not possess full rank. By elimination,
we obtain then from (2) someprimary constraints

φ(q,p) = 0 . (7)

We will always assume that these are irreducible, i. e. that their Jacobian has maximal rank.
Their number is then determined by the rank defect of the Hessian∂2L

∂q̇∂q̇ . The meaning of the
constraints is that the dynamics does not use the whole phase space but at most the submani-
fold described by (7).

For an unconstrained system it was obvious that the canonical HamiltonianHc is a function
of (q,p) only, since the velocitẏq can be eliminated using (2). Due to the special form of
Hc, this is also possible in a constrained system, but the resulting functionHc is uniquely
defined onlyon the constraint manifold. Thus the formalism remains unchanged, if we add an
arbitrary linear combination1 of the constraint functionsφ. This leads to thetotal Hamiltonian
Ht(q,p) = Hc + utφ where the multipliersu are a priori arbitrary functions of(q,p).

Using constrained variational calculus, one can show that the Euler-Lagrange equations (1)
are equivalent to the following first order system

q̇ =
∂Hc

∂p
+ ut ∂φ

∂p
, ṗ = −∂Hc

∂q
− ut ∂φ

∂q
, φ = 0 . (8)

It represents the traditional starting point for a numerical integration. Its differential part de-
fines an underlying equation which, however, is not Hamiltonian. By contrast, the differential
part of the system

q̇ = {q,Ht} , ṗ = {p,Ht} , φ = 0 , (9)

1 Here and in the sequel the coefficients of “linear combinations” are allowed to be arbitrary functions of the
phase space variables(q, p).
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is Hamiltonian. The two systems are equivalent, as their right hand sides differ only by linear
combinations of the constraint functions. More generally, the time evolution of any phase
space functionF (q,p) can be written aṡF = {F,Ht}.

In a consistent theory, the constraintsφ = 0 must be preserved by the evolution of the
system. This leads to the conditionsφ̇ = {φ,Ht} ≈ 0. The≈ signals aweak equality; it
may hold only after taking the constraints into account. By a standard argument in differential
geometry, this implies that the Poisson bracket{φ,Ht} must be a linear combination of the
constraint functions. There are three possibilities: (i) it yields modulo the constraints an
equation of the form1 = 0; (ii) it becomes0 = 0; (iii) we obtain a new equationψ(q,p) = 0.

(i) implies inconsistent equations of motion; they do not possess any solution. (ii) is the
desired outcome. (iii) splits into two sub-cases. If the functionψ depends on some of the
multipliersu, we consider it as an equation determining one of them.2 Otherwise we have a
secondary constraint. We must then check whether all secondary constraints are preserved by
repeating the procedure until we either encounter case (i) or all constraints lead to case (ii).
This is the famousDirac algorithm, a special version of the general completion procedure for
differential algebraic equations [30, 32].

Letχ denote allK constraint functions of the systems: the primary ones and those obtained
with the Dirac algorithm. They can be divided into two classes by studying theK×K matrix
of their Poisson bracketsC = {χ,χ}. AsC is skew-symmetric, its rankM is even. Let us
assume for simplicity that after a simple relabelling of the entries ofχ the top leftM ×M
sub-matrix ofC is regular (in general we must redefine the constraint functions by taking
linear combinations to achieve this). Then we call the constraint functionsχ1, . . . , χM second
class. The Poisson bracket of afirst classconstraint functionψ with any other constraint
function χ (primary or higher) vanishes weakly:{ψ,χ} ≈ 0. In our case the constraint
functionsχM+1, . . . , χK are first class. Obviously this classification can be performed only
afterall constraints have been found.

First class constraints generate gauge symmetries [18] and lead to arbitrary functions in the
general solution of the equations of motion; these are under-determined [32]. In the sequel
we will always assume that no first class constraints are present. This is no real restriction,
as they appear very rarely in finite-dimensional systems. Furthermore they can always be
transformed into second class constraints by a gauge fixing, i. e. by adding further constraints
removing the under-determinacy.

Second class constraints signal the presence of unphysical or redundant degrees of free-
dom; as mentioned above their numberM is always even. If there are no first class constraints,
the matrixC is regular (otherwise we take the sub-matrix ofC corresponding to the second
class constraint functions) and we introduce theDirac bracketof two observablesF ,G as

{F,G}∗ = {F,G} −
(
{F,χ}

)t
C−1{χ, G} . (10)

The Dirac bracket possesses exactly the same algebraic properties as the canonical Poisson
bracket (4): it is linear, skew-symmetric and satisfies the Jacobi identity.

Consider for any observableF (q,p) the dynamics defined bẏF = {F,Hc}∗. We prove in
two steps that for initial data on the constraint manifold these dynamics are equivalent to the
original ones defined by the total Hamiltonian and the standard Poisson bracket. It suffices to

2 Note that as these are weak equations they determine the multipliers only up to linear combinations of the
constraint functions.
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8 W.M. Seiler: Stable Underlying Equations for Constrained Hamiltonian Systems

show that the right hand sides of the respective equations of motions are weakly equal, as for
such initial data the trajectories never leave the constraint manifold. As first step we note that
for the Dirac bracket it makes no difference whetherHt orHc is used:

{F,Ht}∗ = {F,Ht} −
(
{F,χ}

)t
C−1{χ,Ht}

≈ {F,Hc} −
(
{F,χ}

)t
C−1{χ,Hc}+ ut

(
{F,χ} −

(
{F,χ}

)t
C−1{χ,χ}

)
= {F,Hc}∗ .

(11)

Here we used in the second line that all Poisson brackets involving the multipliersu are
multiplied by constraint functions and in the last line the definition ofC. As second step we
show that on the constraint manifold Dirac and Poisson bracket generate the same dynamics
with the total HamiltonianHt:

{F,Ht}∗ = {F,Ht} −
(
{F,χ}

)t
C−1{χ,Ht} ≈ {F,Ht} , (12)

as after the completion of the Dirac algorithm{χ,Ht} is a linear combination of constraint
functions. We are thus lead to theHamilton-Dirac equations3

q̇ = {q,Hc}∗ , ṗ = {p,Hc}∗ . (13)

The Dirac bracket effectively eliminates the second class constraints, as they becomedis-
tinguishedor Casimir functions: the Dirac bracket of any phase space functionF with a
second class constraint function vanishes, as again by the definition ofC

{F,χ}∗ = {F,χ} −
(
{F,χ}

)t
C−1{χ,χ} = 0 . (14)

Note that this is a strong and not only a weak equality! Historically, this observation was
Dirac’s motivation for introducing his bracket, as it allows for a consistent quantisation of
constrained systems.

In our context, its importance lies in the fact that it implies that in most relevant cases
the constraint manifold is orbitally stable4 for the flow of the Hamilton-Dirac equations (13).
The constraint functionsχ foliate the phase space into disjoint submanifoldsMε defined
by χ(q,p) = ε with constantsε. Exact solutions of the Hamilton-Dirac equations (13) lie
completely on the submanifoldMε determined by the initial data. The equations do not “see”
the valuesε; in particularε = 0 is not distinguished. This is a trivial consequence of the fact
that the Dirac bracket (10) depends only on the derivatives of the constraint functions and not
on the functions themselves.

Numerical errors are thus neither damped nor amplified by the dynamics. They lead to
different values̄ε and without further errors the trajectory would stay on the submanifoldMε̄.
If the submanifoldsMε are compact, there exists trivially an upper bound (depending only
on ε) for dist(z,M0) with z ∈ Mε. The same holds for quadratic constraint functionsχ.
Hence in both case we have obviously orbital stability.

3 For historical correctness one should remark that Dirac did not consider (13). He worked with the total Hamil-
tonianHt instead of the canonical oneHc. But we proved above that the corresponding equations of motion are
weakly equal. Computationally the use ofHc is more efficient, as it leads to simpler equations.

4 A manifoldM is called orbitally stable for a dynamical systemż = f(z), if for every ε > 0 there exists a
δ > 0 such that for any solutionz(t) satisfying dist(z(0),M) < δ the inequality dist(z(t),M) < ε holds [15].
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4 Regular Systems with Externally Imposed Constraints

For applications the most important type of constrained systems is described by a regular
LagrangianL and subject tok externally imposed constraints5 φ(q) = 0, theposition con-
straints. In principle, this situation cannot be treated within the Dirac formalism, as it cov-
ers only singular Lagrangians. There exist several ways to derive the equations of motion.
The simplest one introduces Lagrange multipliersµ and considers the augmented Lagrangian
L′ = L + µtφ. In contrast to the multipliersu in the Dirac theory,µ must be considered
as additional dynamical variables and not as undetermined functions. NowL′ is obviously
singular, as it does not depend on the “velocities”µ̇, and we may apply the Dirac theory.

If we denote byH the Hamiltonian for the regular system, then the classical Hamiltonian
equations of motion (8) simplify now to

q̇ =
∂H

∂p
, ṗ = −∂H

∂q
− µt ∂φ

∂q
, φ = 0 , (15)

as the constraints do not depend on the momenta. Differentiation of the position constraints
leads to themomentum constraintsψ = φ̇ = {φ,H} ≈ 0. Differentiation of these in turn
yields a linear system of equations for the multipliersµ:

{ψ,φ}µ ≈ {ψ,H} . (16)

Its matrix evaluates to(∂φ
∂q )t ∂2H

∂p∂p
∂φ
∂q and thus is regular under the made assumptions. The

differential part of the Hamiltonian system (9) takes the form (with the multiplierµ again
determined by (16))

q̇ =
∂H

∂p
+
∂(µtφ)
∂p

, ṗ = −∂H
∂q

+
∂(µtφ)
∂q

(17)

and differs from (15) only by terms proportional to the position constraints functionsφ.
For the Dirac formalism, we introduce canonically conjugate momentaπ for the additional

variablesµ. The primary constraints areπ = 0. If we denote byH the Hamiltonian for the
regular system, the canonical Hamiltonian of the constrained system isHc = H − µtφ; the
total one isHt = Hc + utπ. The Dirac algorithm yields as secondary constraintsφ = 0 and
as tertiary constraints the momentum constraintsψ = {φ,Ht} ≈ {φ,H} ≈ 0. The next step
provides algebraic equations for the auxiliary variablesµ:

{ψ,H} − µt{ψ,φ} ≈ 0 . (18)

Obviously, they are equivalent to (16). The fifth and last step yieldsu = 0 .
The main problem in using Dirac brackets is the inversion of the matrixC of the Poisson

brackets of the constraint functions. For a larger numberK of constraints one can no longer
do this symbolically. Thus one must numerically invert aK ×K matrix at each evaluation of
the equations of motion. In our special caseK = 2k and the matrixC can be partitioned into
four k × k sub-matrices

C =
(

0 Q
−Qt S

)
(19)

5 We restrict here to holonomic constraints, i. e. we do not allow thatφ depends on the velocitiesq̇. Anholonomic
systems do not possess a proper Hamiltonian formulation [27].
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10 W.M. Seiler: Stable Underlying Equations for Constrained Hamiltonian Systems

whereQ = {φ,ψ} andS = {ψ,ψ}. The inversion of such a matrix can be reduced to the
inversion of onek × k matrix plus two matrix multiplications, as

C−1 =
(
Q−tSQ−1 −Q−t

Q−1 0

)
. (20)

The Hamilton-Dirac equations take now the following form:

q̇ =
∂H

∂p
−

(
∂ψ

∂p

)t

Q−1ψ ,

ṗ = −∂H
∂q
−

(
∂φ

∂q

)t

Q−1{ψ,H}+

[(
∂φ

∂q

)t

Q−tSQ−1 +
(
∂ψ

∂q

)t

Q−1

]
ψ .

(21)

Taking (16) into account, we see that they differ from the standard equations of motion (15)
only by some terms multiplied by the momentum constraints functionsψ. Thus both formu-
lations are weakly equal.

5 The Impetus-Striction Formalism

An alternative approach for the treatment of regular systems with externally imposed con-
straints is provided by the impetus-striction formalism [9, 10, 22]. It is also based on an
augmented Lagrangian, but it adds thetime derivativesof the constraint functions and uses
L∗ = L+λt d

dtφ with multipliersλ which must again be considered as additional dynamical
variables. Obviously,L∗ is a singular Lagrangian, too, and we can straightforwardly apply
the Dirac theory.

This approach represents a special case ofvakonomic mechanics[4]. Its fundamental ax-
iom is that the equations of motion of a constrained system are always of a variational nature
– even if one considers anholonomic constraintsψ(q, q̇) = 0. The calculus of variations
leads then to adding the constraint functions with multipliers to the regular Lagrangian. How-
ever, the vakonomic equations of motion are generally not equivalent to those derived with
the Principle of d’Alembert. Experiments seem to indicate that they do not correctly describe
the physical reality [21].

In our special case of differentiated holonomic constraints, i. e.ψ = φ̇, the two La-
grangiansL′ andL∗ are equivalent, as they differ only by a total derivative upon the identifi-
cationµ = −dλ/dt. Thus both yield the same Euler-Lagrange equations. But the Legendre
transformations differ and the canonically conjugate momenta forL∗ andL′ are related by

p∗ =
∂L∗

∂q̇
= p+ λt ∂φ

∂q
. (22)

The standard approach to the impetus-striction formalism consists of first defining a pre-
HamiltonianH̃∗ in whichλ is still treated as a parameter. Thenλ is determined by requiring
thatφ̇ = {φ, H̃∗} = 0 (or alternatively by a minimisation principle [10]). The thus obtained
values forλ are calledstrictionsand entering them into (22) defines theimpetusesp∗. Enter-
ing the strictions into the pre-HamiltoniañH∗ yields the HamiltonianH∗ and one can show
that the corresponding Hamiltonian equations of motion

q̇ = {q,H∗} , ṗ∗ = {p∗,H∗} (23)
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form an underlying equation for the constrained system. Similar to our considerations in the
last section, one may view the impetus-striction formalism as a short cut to the full Dirac
analysis of the singular LagrangianL∗ (see [28] for more details).

We present now a new purely Hamiltonian derivation of the impetus-striction formalism
interpreting (22) as part of a canonical transformation. As starting point we take this time
a regular HamiltonianH(q,p), i. e. we assume that its Hessian∂

2H
∂p∂p with respect to the

momenta is regular, and impose some (irreducible) position constraintsφ(q) = 0.
We consider the canonical transformation(q,p) ↔ (q∗,p∗) defined by the generating

functionS(q,p∗) = qtp∗ −
(
λ(q,p∗)

)t
φ(q) whereλ(q,p∗) are yet arbitrary functions. It

has the form

q∗ = q −
(
∂λ

∂p∗
(q,p∗)

)t

φ(q) ,

p = p∗ −
(
∂λ

∂q
(q,p∗)

)t

φ(q)−
(
λ(q,p∗)

)t ∂φ

∂q
(q) .

(24)

We determine the functionsλ by demanding that for any point(q∗,p∗) on the primary con-
straint manifoldM1 defined byφ(q∗) = 0 the transformed point(q,p) lies on the secondary
constraint manifoldM2 defined byφ(q) = 0 andψ(q,p) = 0 where againψ = {φ,H} are
the momentum constraint functions. Thus we want to consider (24) as a kind of symplectic
projection on the true phase spaceM2. This condition is equivalent to(∂φ

∂q
(q)

)t ∂H

∂p

(
q,p∗ −

(
λ(q,p∗)

)t ∂φ

∂q
(q)

)
= 0 (25)

and its solutionλ are the strictions.
Restricted to the primary constraint manifoldM1 the canonical transformation (24) sim-

plifies considerably, as the constraint functionsφ vanish, and we obtain

q∗ = q , p = p∗ − λt(q,p∗)
∂φ

∂q
(q) (26)

which is just (22). Furthermore, onM1 the transformed Hamiltonian is given by

H∗(q∗,p∗) = H
(
q∗,p∗ − λt ∂φ

∂q

)
. (27)

This is the same Hamiltonian as obtained in the standard Lagrangian approach.
We claim now that the Hamiltonian equations of motion

q̇∗ = {q∗,H∗} , ṗ∗ = {p∗,H∗} (28)

derived with the canonical Poisson bracket for the variables(q∗,p∗) and the transformed
HamiltonianH∗ represent an underlying differential equation for the constrained system. This
assertion is not trivial, since the Poisson brackets in (28) include differentiations normal to
the constraint manifold and the HamiltonianH∗ was derived with the restricted canonical
transformation (26) valid only onM1.
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12 W.M. Seiler: Stable Underlying Equations for Constrained Hamiltonian Systems

Our proof is based on the Dirac theory. One possibility for the equations of motion of the
constrained system are the Hamiltonian-Dirac equations (13) forH(q,p). The Dirac bracket
satisfies for arbitrary phase space functionsF,G [18]

{F
M2

, G
M2
} = {F,G}∗

M2
. (29)

Thus, it does not matter whether we first restrict the functions to the true phase spaceM2

and then compute their Poisson bracket or whether we first compute their Dirac bracket and
then restrict toM2. In this sense, the Dirac bracket can be considered as the onM2 by the
canonical Poisson bracket induced bracket.

Since we are only interested in solutions of the equations of motion (28) living on the con-
straint manifoldM2, we evaluate the Poisson brackets on the right hand side of (28) always
for functions restricted toM2. But thereH∗ is justH after a canonical transformation which
by definition leaves Poisson brackets invariant. Hence we may consider the right hand sides of
(28) as the Poisson brackets of the canonical variables andH (both restricted toM2) which
are by (29) just their Dirac brackets. This implies that restricted toM2 the equations (28) are
equivalent to the equations of motion derived with the Dirac bracket. Thus solutions for initial
data onM2 stay onM2 and yield trajectories of the constrained system. Furthermore every
trajectory can be obtained this way and (28) represents an underlying Hamiltonian system.

Substituting (27) in (28) yields

q̇∗ =
∂H

∂p
, ṗ∗ = −∂H

∂q
+ λt ∂

2φ

∂q∂q

∂H

∂p
(30)

where the functions are evaluated at(q∗,p∗ − λt ∂φ
∂q ). All terms containing derivatives of

the strictionsλ disappear because of the defining equation (25). This is important for the
numerical integration, as it implies that numerical values forλ suffice. The second term in the
equation forṗ∗ represents the constraint forces. An important difference in comparison with
other approaches is that they depend on the second derivatives of the constraint functionsφ
whereas usually only first derivatives appear.

Similar to our results for the Hamilton-Dirac equations (13), we can easily conclude from
these considerations that the submanifoldsMε defined byφ(q) = ε with constantsε are
orbitally stable, if they are compact. Again the crucial point is that in (30) only derivatives of
the position constraint functionsφ appear and thatMε is an invariant manifold for the flow.

If we apply the Dirac theory to the HamiltonianH∗ and the constraint functionsφ, then
by definition of the strictions{φ,H∗} = 0. Thus no secondary constraints appear and the
position constraints are first integrals. Since the Poisson brackets{φ,φ} trivially vanish, they
are first class and thus related to gauge symmetries. The gauge transformation generated by
an arbitrary linear combinationεtφ with constant coefficients has the form

δq∗ = {q∗, εtφ} = 0 , δp∗ = {p∗, εtφ} = εt ∂φ

∂q
. (31)

Arnold et al. [4] call any phase space functionF (q∗,p∗) which is invariant under this
symmetryobservable. Obviously, this implies that such anF containsp∗ only in the form
p∗−λt ∂φ

∂q and that the HamiltonianH∗ is an example of an observable function. The symme-
try can be easily understood. If we take two generating functionsS with functionsλ differing
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by constantsε, the resulting starred variables are related by the gauge transformation (31).
But if the impetusesp∗ appear only in the formp∗ − λt ∂φ

∂q , the constantsε drop out and we
obtain identical results.

We can interpret this result also in another way. Basically it says that not the multipliersλ
themselves are important but only their differentials, as we can add arbitrary constants. But
this is not too surprising, if one compares again the two LagrangiansL′ andL∗. We saw
already that they are equivalent upon the identificationµ = −dλ/dt. Thus already here only
the differentials of the multipliersλ plays a role.

6 Impetuses and Mass-Orthogonal Projections

The deeper meaning of the transformation (22) between the momenta and the impetuses be-
comes particularly clear for natural systems. Thus we assume now again that the configuration
spaceQ is a Riemannian manifold. The metric induces a scalar product〈·, ·〉M on the phase
spaceT ∗Q which has the same form as the one on the tangent bundleTQ but now with the
inverse mass matrixM−1: 〈u,v〉M = utM−1v. The Hamiltonian of a natural system is then
H(q,p) = 1

2 〈p,p〉M + V (q) where againV denotes a real-valued potential. The use of the
mass metric apparently goes back at least to Hertz. More recently it was studied in connection
with constrained systems by Bayo and Ledesma [5] and by Brauchli [6].

If we impose on such a system position constraintsφ(q) = 0, then the corresponding
momentum constraints may be written in the formψ(q,p) =

〈
∂φ
∂q (q),p

〉
M

which implies
that the strictions are determined by thelinear system〈∂φ

∂q
(q),

∂φ

∂q
(q)

〉
M
λ =

〈∂φ
∂q

(q),p∗
〉

M
= ψ(q,p∗) . (32)

The canonical transformation (24) withλ determined by (32) represents now for all points
(q∗,p∗) ∈ M1, i. e. satisfyingφ(q∗) = 0, a mass-orthogonal projection on the secondary
constraint manifoldM2. Indeed, the transformation (24) simplifies to (26) for points onM1.
For a givenq, the manifoldM2 is a hyperplane whose Hesse normal form is defined by the
vanishing of the momentum constraint functions. Thus we make the ansatzp = p∗ − ρt ∂φ

∂q

for a mass-orthogonal projection onM2. The multipliersρ are uniquely determined by the
conditionψ(q,p) = 0. But this yields obviously the linear system (32) defining the strictions
and hence the orthogonal projection is given by (26).

One can try to generalise this result to arbitrary Hamiltonian systems. Again one starts
with a point(q∗,p∗) ∈ M1 and would like to find the point(q,p) ∈ M2 which has the
minimal distance to(q∗,p∗). However, only natural systems provide a canonical metric and
thus a canonical way to measure distances. Furthermore, the momentum constraintsψ are
generally nonlinear and we cannot use a simple projection to obtain(q,p). Hence it is not
clear, how one could rigorously formulate a generalisation.

Taking a more operational point of view, one nevertheless obtains some sort of generali-
sation. We describe first a concrete method to compute a sequence of points(q,pk) which
may be considered as approximating the “minimal” point(q,p). Then we show that we find
exactly the same sequence of points, if we determine the strictionsλ by a Newton iteration. In
such a generalised sense one may consider the transformation (26) even for arbitrary Hamil-
tonian systems as a kind of orthogonal projection.
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14 W.M. Seiler: Stable Underlying Equations for Constrained Hamiltonian Systems

In order to approximate the “minimal point”(q,p) we takeq = q∗ and must then solve the
under-determined nonlinear systemψ(q,p) = 0. This can be done using a Newton iteration
with initial valuep0 = p∗. Writing pk+1 = pk − dk and noting that∂ψ∂p =

(
∂φ
∂q

)t ∂2H
∂p∂p , we

obtain the following linear system fordk:(
∂φ

∂q
(q)

)t
∂2H

∂p∂p
(q,pk)dk = ψ(q,pk) . (33)

DefiningM as the inverse of the Hessian∂
2H

∂p∂p evaluated at the point(q,pk), we again intro-
duce a scalar product〈·, ·〉M and rewrite the linear system as〈∂φ

∂q
(q),dk

〉
M

= ψ(q,pk) . (34)

(34) is an under-determined system and does not possess a unique solution. Since we
want to approximate the point(q,p) with “minimal distance” from(q∗,p∗), we choose the
solution that is minimal with respect to the mass norm. Alishenas [2] calls this theM -minimal
solutionand shows how it can be computed with the help of a pseudo-inverse: ifAx = b
is an under-determined linear system, then itsM -minimal solution is given byA−b where
A− = M−1At(AM−1At)−1 is theM -pseudo-inverse (forM = I it is just the usual Moore-
Penrose pseudo-inverse). TheM -minimal solution of (34) is then

dk =
∂φ

∂q

[(
∂φ

∂q

)t

M
∂φ

∂q

]−1

ψ(q,pk) . (35)

In the impetus-striction formalism, we get the nonlinear system (25) for the strictionsλ.
Again we use the Newton method to solve it, this time with the initial valueλ0 = 0. The
iteration takes the form

λk+1 = λk −

[(
∂φ

∂q

)t

M
∂φ

∂q

]−1

ψ
(
q,p∗ − λt

k

∂φ

∂q

)
(36)

whereM is the inverse of the Hessian∂
2H

∂p∂p evaluated at
(
q,p∗−λt

k
∂φ
∂q

)
. A comparison with

(35) shows at once that the two approaches are equivalent and related by

pk = p∗ − λt
k

∂φ

∂q
, k = 0, 1, 2, . . . (37)

7 Position Versus Momentum Projection

We turn now our attention to the problem of numerically computing the trajectories of a con-
strained Hamiltonian system. However, we will restrict our discussion to the case of a regular
system over anN -dimensional configuration space withK externally imposed position con-
straintsφ(q) = 0 and the associated momentum constraintsψ(q,p) = 0. As we have already
seen, we have a wide choice for the formulation of the equations of motion.

The classical approach is based on the formulation (15). Analytically, it can be treated as
follows: we solve (16) forµ, enter the result into (15), choose initial values satisfyingall
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constraints and integrate the differential part of (15). Any such computed solution stays on
the constraint manifold. The constraints are considered only when choosing the initial data.
Numerically, this approach has two disadvantages. Firstly, the underlying equation obtained
by entering the multipliers into (15) is not Hamiltonian. This excludes for example the use of
symplectic integrators. Secondly, in contrast to the analytical solution, the numerical solution
generally drifts off from the constraint manifold.

Projection methods are a popular cure against the drift off [13]. In their simplest form,
following a step with an arbitrary integrator, one projects the computed point(q̃n, p̃n) onto the
constraint manifold to obtain the final approximation(qn,pn). We may distinguishposition
projectionswhere onlyq̃n is modified so thatφ(qn) = 0 andmomentum projectionswhere
only p̃n is changed so thatψ(qn,pn) = 0 (with qn = q̃n).

We will show that momentum projections are not only cheaper than position projections,
as they require only the solution of a linear system, but that they yield better results, too. The
absolute values and the growth rates of all relevant errors (energy and constraint residuals) are
smaller. In particular, the energy error is much less affected by momentum projections.

Our basic tool is the comparison of two different underlying Hamiltonian systems. As
seen in Section 4, the differential part of the equations of motion (17) obtained with the total
HamiltonianHt is Hamiltonian and differs from (15) only by terms proportional to the posi-
tion constraints functionsφ. By contrast, the Hamilton-Dirac equations (21) differ from (15)
only by terms multiplied by the momentum constraints functionsψ. If we apply the corre-
sponding projections, it makes no difference6 whether we integrate numerically (15) or the
respective underlying Hamiltonian system. In order to compare the two kind of projections
we must thus study the stability of the constraint manifold for the two formulations.

The key for the stability analysis is the introduction of adapted coordinates. The equations
φ(q) = ζ, ψ(q,p) = ρ define for arbitrary constantsζ, ρ a2(N −K)-dimensional subman-
ifoldMζ,ρ of the full phase space. Letf(ξ, ζ) beN functions such thatφ

(
f(ξ, ζ)

)
= ζ and

that the matrix
(

∂f/∂ξ

(∂φ/∂q)t

)
is regular. Then the equations

q = f(ξ, ζ) ,
∂f

∂ξ
p = π ,

(
∂φ

∂q

)t

p = ρ (38)

implicitly define coordinates(ξ,π) onMζ,ρ.
On the submanifoldMζ,ρ, we may consider (38) as implicitly defining a coordinate trans-

formationΓζ,ρ : (q,p) 7→ (ξ,π). One can show [29] thatΓζ,ρ is in fact canonical and
that its generating function isS(ξ,p) = f(ξ, ζ)p. Any functionF (q,p) onMζ,ρ can be
transformed into a functioñF (ξ,π) satisfyingF = F̃ ◦ Γζ,ρ.

LetH be the Hamiltonian of a natural system where we assume for simplicity that its mass
matrixM is the identity. Then the transformed HamiltonianH̃ is given by

H̃(ξ,π) =
1
2
πt

[(
∂f

∂ξ

)t
∂f

∂ξ

]−1

π +
1
2
ρt

[
∂φ

∂q

(
∂φ

∂q

)t
]−1

ρ+ V ◦ f , (39)

as(∂φ/∂q)(∂f/∂ξ) = 0 by the definition off andp =
(

∂f/∂ξ

(∂φ/∂q)t

)−1

( πρ ) by (38).

6 This holds strictly only, if we project each time before we evaluate the equations of motion which is usually
not true. But in our experience we can neglect this small error.
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16 W.M. Seiler: Stable Underlying Equations for Constrained Hamiltonian Systems

We introduceperturbed Hamiltonian state space formswhereζ, ρ model the constraint
residuals. For the Hamilton-Dirac equations (13) we get

ξ̇ = {ξ, H̃} , π̇ = {π, H̃} . (40)

For (17) we must usẽHt = H̃ + µ̃tζ leading to a different perturbed state space form. But
theunperturbedstate space forms obtained by settingζ = ρ = 0 are identical in both cases.

The position constraint residualsζ appear inH̃ only via the functionsf ; in H̃t we get an
extra termµ̃tζ. The momentum constraint residualsρ appear in (39) also in form of an extra
term, a quadratic form. Extra terms in the Hamiltonian lead to extra terms in the equations of
motion which may change their qualitative properties profoundly. But if momentum projec-
tions are used, i. e. ifρ = 0, no extra terms appear. We may refine the analysis by considering
ζ, ρ as time-dependent. This does not change the canonical transformationΓζ,ρ, but we must
subtract fromH̃ the time derivative of the generating function [14]

∂S

∂t
= ζ̇

t ∂f

∂ζ
p . (41)

Applying Γζ,ρ with time-dependent residualsζ, ρ to (17) or (13) yields differential equations
for ξ, π, ζ, ρ. Those forξ̇ andπ̇ are the corresponding state space form; those forζ̇, ρ̇ are in
general not Hamiltonian. The originζ = ρ = 0 is a fixed point for the latter equations and its
stability determines the drift off from the constraint manifold.

For the Hamilton-Dirac equations (13) we know even without computations thatζ̇ = ρ̇ = 0
because of our considerations at the end of Section 3. Based on this result, we can straightfor-
wardly analyse the use of momentum projections in the numerical integration of the classical
equations of motion (15). The dynamics do not lead to any growth of the constraint residuals.
Following Alishenas [2, 3], we use a continuous model for the error propagation and assume
that because of numerical errorsq̇ = {q,H}∗ + ε(t) with ||ε(t)|| < ε̂ in the integration
interval. Thenζ̇ = ε(t) and the position constraint residual can grow at most linearly.

For the other underlying Hamiltonian system (17) one cannot make such general state-
ments. But the following simple argument forK = 1 shows that we must expect a worse
behaviour. In the coordinates(q,p) the growth of the constraint residuals is determined by
φ̇ = {φ,Ht} = {φ, µ}φ + ψ andψ̇ = {ψ,Ht} = {ψ, µ}φ. Linearisation about the origin
yields φ̇ = 2aφ + ψ, ψ̇ = bφ with some time-dependent coefficientsa, b. The eigenvalues
of this linear system area ±

√
a2 + b and thus the origin is (linearly) unstable in general.

Assuming that because of position projectionsφ(t) ≈ φ0 � 1, we still find from the equation
for ψ̇ that already the dynamics lead to an at least linear growth of the momentum constraint
residual even without taking error propagation into account.

The growth of the constraint residuals is only one aspect in a comparison of the two types of
projections. Another important aspect is to what extent the projections respect the structure of
the system. Geometric integrators [16] are of growing importance in the numerical integration
of dynamical systems. In our context, the main question is whether the projections preserve
the Hamiltonian nature of the problem.

In order to answer this question, we first recall from the last section that a mass-orthogonal
momentum projection is a canonical transformation for natural systems. We further showed
there that in a certain sense this observation remains true for arbitrary systems. By con-
trast, a non-trivial position projection is never canonical. All possible extensions of a point
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transformationq = F (Q) to a canonical transformation in phase space can be described by
generating functions of the formS = F t(Q)p + G(Q) with a scalar functionG [8, §§105–
108]. Hence the momenta transform according toP = (∂F /∂Q)tp+∂G/∂Q and they only
remain unchanged, if∂F /∂Q is the identity matrix andG vanishes.

This observation may be used as basis for the design of symplectic integrators for con-
strained Hamiltonian systems. Indeed, the composition methods of Reich [24] exploit the
(restricted) canonical transformation (26). By intertwining a momentum projection with a
step of the integrator, it is even possible to simulate a “canonical” position projection, so that
the arising symplectic methods preserve both the position and the momentum constraints.

Momentum projections also behave favourably with respect to energy conservation. For
an integration method of orderr, the (local) constraint residuals are of orderO(hr+1) [17].
Thus we must expect in general that a projection changes the energy in this order. However, a
mass-orthogonal momentum projection changes the energy only inO(h2r+2). The reason for
this effect lies in the fact that the projection may be considered as the flow of the Hamiltonian
Hλ = λtφ(q) given byq(t) = q0, p(t) = p0 − t

[
(∂φ/∂q)(q0)

]t
λ. The energy error is

thus determined by the change ofH along an integral curve ofHλ. At t = 1 we obtain in
first order∆E ≈ Ḣ = {H,Hλ} = −λtψ. In the last section we saw thatλ = R−1ψ with
R =

〈
(∂φ/∂q), (∂φ/∂q)

〉
M

and thus∆E ≈ ψtR−1ψ. As by assumptionψ = O(hr+1),
the momentum projection changes the energy inO(h2r+2).

8 The Planar Pendulum in Cartesian Coordinates

The planar pendulum in Cartesian coordinates represents a standard example of a constrained
natural system. Its equations are so simple that all transformations used above can be ex-
plicitly determined. Furthermore, the state space form is easily obtained and can be used to
compute reference solutions with high precision.

The planar pendulum is described by the regular HamiltonianH = 1
2 (p2

x + p2
y) + y. The

position constraint isφ(x, y) = 1
2 (x2 + y2 − 1) = 0 and time differentiation of it leads to

the momentum constraintψ(x, y, px, py) = xpx + ypy = 0. For the multiplier one obtains
µ = (p2

x + p2
y − y)/(x2 + y2). The classical equations of motion (15) are

ẋ = px , ẏ = py , ṗx = −µx , ṗy = −µy − 1 . (42)

The underlying Hamiltonian system (17) defined byHt = H + µφ is

ẋ = px +
2px

x2 + y2
φ , ẏ = py +

2py

x2 + y2
φ ,

ṗx = −µx+
2xµ

x2 + y2
φ , ṗy = −µy − 1 +

2yµ+ 1
x2 + y2

φ .

(43)

The Dirac bracket is{F,G}∗ = {F,G} − 1
x2+y2

(
{F, φ}{ψ,G} − {F,ψ}{φ,G}

)
and the

Hamilton-Dirac equations (21) yield the underlying system

ẋ = px −
x

x2 + y2
ψ , ẏ = py −

y

x2 + y2
ψ ,

ṗx = −µx+
px

x2 + y2
ψ , ṗy = −µy − 1 +

py

x2 + y2
ψ .

(44)
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Obviously, on the constraint manifold (42), (43) and (44) are identical.
The canonical transformation (38) can be written explicitly as

Γζ,ρ :


x =

√
2ζ + 1 sin ξ , y =

√
2ζ + 1 cos ξ ,

px =
π cos ξ + ρ sin ξ√

2ζ + 1
, py =

−π sin ξ + ρ cos ξ√
2ζ + 1

(45)

whereζ represents the position andρ the momentum constraint residual. Obviously, it simply
changes to polar coordinates. This yields for the transformed Hamiltonian

H̃(ξ, π) =
1
2
π2 + ρ2

2ζ + 1
+

√
2ζ + 1 cos ξ − ρζ̇

2ζ + 1
(46)

where the last term is the time derivative (41) of the generating function.
Notice that for this special system the extra terms inH̃ do not depend on the dynamical

variables(ξ, π). Thus they affect only the energy error but do not lead to extra terms in the
perturbed state space forms. These are for (43)

ξ̇ =
(4ζ + 1)
(2ζ + 1)2

π , π̇ =
ζ + 1√
2ζ + 1

sin ξ (47)

and for the Hamilton-Dirac equations (44)

ξ̇ =
1

2ζ + 1
π , π̇ =

√
2ζ + 1 sin ξ . (48)

Superficially seen, the formulation (43) seems preferable, as a Taylor expansion shows that
the perturbations in (47) areO(ζ2) whereas they areO(ζ) in (48). However, this point of
view neglects the much more important issue of thegrowth of the constraint residualsζ, ρ.
As mentioned above, we havėζ = ρ̇ = 0 for the Hamilton-Dirac equations of any system.
Applying the canonical transformation (45) to (43) yields

ζ̇ =
4ζ + 1
2ζ + 1

ρ , ρ̇ = 4
ζ(ρ2 + π2)
(2ζ + 1)2

− ζ cos ξ√
2ζ + 1

. (49)

The eigenvalues of the linearised system are±σ with σ =
√

4π2 − cos ξ. Thus wheneverσ
is real, the origin is unstable for (49).

Assuming that due to position projectionsζ ≈ ζ0 � 1, we obtain for the residualρ the
Riccati equationρ̇ = ζ0(σ2 + 4ρ2). For the initial dataρ(0) = ρ0 it has the closed-form
solutionρ(t) = σ

2 tan
[
2σζ0t + arctan( 2ρ0

σ )
]
≈ ρ0 + ζ0(σ2 + 4ρ2

0)t + O(ζ2
0 t

2). Thus for
small timest already the dynamics yield an at least linear growth of the momentum constraint
residual. Note that this even holds, ifρ0 = 0.

We integrated the classical equations of motion (42) for the initial data(x0, y0, p0
x, p

0
y) =

(1, 0, 0,−2) until t = 1023 with the standard fourth-order Runge-Kutta method using the step
sizeh = 0.025. For these data the pendulum rotates clockwise with the periodT = 3.31.
We projected, when the corresponding residual exceededε = 10−6. Fig. 1 (upper part) shows
the integration error (estimated by comparing with an integration of the state-space form with
step sizeh/10) without (w/o ), with momentum (mom) and with position projections (pos ).
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Fig. 1 Integration and energy error for the planar pendulum

Position projections hardly improve the results. They yield the same energy error as with-
out, whereas momentum projections significantly reduce it (Fig. 1, lower part). Furthermore,
they have no effect on the momentum constraint residual. In contrast, momentum projections
improve the position constraint residual by more than two orders of magnitude compared to
without projections. In the end it is5 · 10−4.

Momentum projections also yield smaller errorgrowth rates. Without projections the in-
tegration error grows cubically, the energy error and the position constraint residual quadrati-
cally and the momentum constraint residual linearly. These rates are not changed by position
projections. Momentum projections lead to a quadratic growth of the integration error and a
linear growth of energy error and position constraint residual.

These observations can be partially explained by our results in the last section where e. g.
the linear growth of the remaining residual after projection on one constraint was predicted.
The growth rates of the energy errors come from the perturbed HamiltonianH̃. The momen-
tum constraint residualρ grows linearly after position projections. As it appears quadratically
in (46), we expect an at least quadratic growth of the energy error. For the error after momen-
tum projections the dependency ofH̃ on the position constraint residualζ is decisive. The
series expansion contains a linear term that dominates the higher order terms because of the
smallness ofζ in our integration interval. Asζ grows linearly, so does the energy error.

In order to check the periodicity of the solutions we computed a periodogram from the
values att = 0, 1, 2, . . . , 1023. With momentum projections it hardly differs from the one
obtained from the state space form and consists essentially of one spike atf = 0.302 with
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20 W.M. Seiler: Stable Underlying Equations for Constrained Hamiltonian Systems

amplitude0.39. Sincef = 1/T , the periodicity is very well maintained. Without projections
the spike is smeared over the range0.3–0.37 with a maximal amplitude of0.05. Position
projections yield only a small improvement.

The most striking result is that these considerable improvements have been achieved with
only 155 momentum projections, i. e. on average after260 integration steps. In contrast,
position projections were needed after almost every step. With a tighter error tolerance the
results for momentum projections further improve, whereas this makes hardly any difference
for position projections. Withε = 10−8 one needs on average after3 integration steps a
momentum projection, the maximal value of the integration error is about3 · 10−3, of the
energy error3 · 10−5 and of the position constraint residual10−5.

Other numerical methods yield similar results. Hairer and Wanner [17, p. 472] applied
the Dormand-Prince 5(4) pair to the pendulum and observed that the integration error be-
came even worse, when position projections were used. They also noted that adding position
projections to momentum projections hardly changes the results.

For deriving the impetus-striction formulation of the planar pendulum, we first need the
striction. It is easily determined to beλ = (x∗p∗x + y∗p∗y)/

(
(x∗)2 + (y∗)2

)
. The arising

equations of motion are then

ẋ∗ = px , ẏ∗ = py , ṗ∗x = λpx , ṗ∗y = λpy − 1 (50)

wherepx = p∗x − λx∗ andpy = p∗y − λy∗ are the classical momenta. We do not present
an error plot for their numerical integration, as the results are similar to those obtained above
with momentum projections. Indeed, as discussed in Section 6, the classical momenta are just
the projected impetuses. Note however that if we use (50), then we perform these projections
at each evaluation of the right hand side whereas we have seen above that in the numerical
integration of (42) fairly few projections were necessary. Hence from a computational point
of view the latter approach seems preferable.

We use the impetus-striction formulation to study numerically the stability of the constraint
manifold. The manifoldsMε are concentric circles in thex∗–y∗ plane and for any initial data
(x0, y0, p0

x, p
0
y) the projection of the solution of the impetus-striction equations (50) on this

plane is just the corresponding circle. In numerical experiments the orbital stability can be
well observed; the left part of Fig. 2 shows thex∗–y∗ phase portrait for the exact initial data
used above and for slightly perturbed initial data(x0, y0, p0

x, p
0
y) = (1.1, 0.1, 0.1,−1.9); note

that we start here with inconsistent momentum values.
Sofer et al. [33] compared numerically several formulations of the equations of motions

for the planar pendulum. Their formulation C corresponds to the impetus-striction formalism.
They showed that the linearisation of the corresponding equations of motion about the periodic
solution on the constraint manifold has an unstable direction. More precisely, the eigenvalues
at a pointP on the orbit are0 (algebraically double and geometrically simple) and±λ where
λ is the value of the striction atP .

However, one must be careful with the linear stability analysis of a Hamiltonian system,
as critical elements are here rarely hyperbolic. In numerical experiments one indeed observes
an instability in the impetuses. Their phase portrait shows an outward going spiral (see the
right part of Fig. 2). But this effect seems to be more related to the double eigenvalue0 than
to the pair of real eigenvalues: the growth of the amplitude is only linear and thep∗x- andp∗y-
components of the eigenvector to0 are proportional tox∗ andy∗, respectively, i. e. they point
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Fig. 2 Phase portraits for the planar pendulum (leftx∗-y∗, right p∗x-p∗y)

in radial direction (normal to the constraint manifold). Also no observable like the energy or
the physical momentapx, py shows an instability: the observed instability of the impetuses is
eliminated by the radial projection relating the impetusesp∗x, p∗y with px, py.

Analytically the instability of the normal part of the impetus vector can be easily derived
for this simple system. If we compute its time derivative, we obtain

d

dt
(x∗p∗x + y∗p∗y) =

(x∗p∗y − y∗p∗x)2

(x∗)2 + (y∗)2
− y∗ . (51)

The denominator of the first term is an integral of motion and thus constant along any tra-
jectory. The numerator is the square of the angular momentum (one easily checks that here
xpy − ypx = x∗p∗y − y∗p∗x). If we had taken the pendulum without gravitation, they∗-term
would be missing and the angular momentum would be another integral of motion. Hence
without gravitation the time derivative would be constant and we would get an exact linear
growth. In our case we haveddt (x

∗p∗y − y∗p∗x) = −x∗. But if we average over one period,
〈x∗〉 = 0 and similarly for they∗-term in (51). Thus the average growth of the normal part of
the impetus vector is indeed linear as observed.

In our example this growth of the normal part of the impetus vector caused no problems.
In general we must, however, expect a loss of numerical precision. As this normal part is the
right hand side of (32), the strictions also grow linearly. In the projection relatingp andp∗

we must then compute the small difference between two large vectors. In larger examples one
can indeed observe a slow degradation of the results due to this effect.

Fortunately, there exists a simple cure for this problem. We mentioned already above that
we can choose the initial value of the strictions arbitrarily, as two different values are related by
the gauge transformation (31). We are free to apply such a transformation at any time. If after
some time the amplitude of the impetuses is too large, we simply “reset” them:p∗x ← p∗x−λx
andp∗y ← p∗y − λy. This will not effect any of the physical observables. This strategy was
already employed by Ruhoff et al. [25] in their simulations of pendulum chains. They report
that for larger chains they had to perform momentum projections in order to obtain reasonable
results. But these projections are of course equivalent to our “resetting” of the impetuses.

The pair of real eigenvalues±λ is probably only an artifact of the linearisation. The mass-
orthogonal projection which forms the core of the impetus-striction formalism is non-linear
and thus destroyed by the linearisation. If we consider the striction as a constant, we can see
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the origin of these eigenvalues in the equations of motion (50): the equations forẋ∗ and ẏ∗

contain terms−λx∗ and−λy∗, respectively, and those foṙpx
∗ andṗy

∗ termsλp∗x andλp∗y,
respectively. But this linear point of view neglects that these terms always appear as parts of
the combinationsp∗x − λx∗ andp∗y − λy∗, respectively. Thus we may assume that the real
eigenvalues are irrelevant for the nonlinear stability analysis.

In the example of the planar pendulum, the instability can also be considerably damped
with a simple trick. The Hamiltonian of a constrained system is well-defined onlyon the
constraint manifold; we may add an arbitrary linear combination of the constraint functions
without changing the dynamics. We use this freedom and take the Hamiltonian

H̄ =
1
2
(x2 + y2)(p2

x + p2
y) + y . (52)

Obviously,H andH̄ coincide whenx2 + y2 = 1. With ν = x∗p∗y − y∗p∗x this modified
Hamiltonian yields as impetus-striction equations of motion

ẋ∗ = −νy∗ , ẏ∗ = νx∗ , ṗx
∗ = −νp∗y , ṗy

∗ = νp∗x − 1 . (53)

In linear analysis this system is stable, as its eigenvalues (±iν and±
√

3iν) are purely
imaginary. However, the system is still nonlinearly unstable, as one observes qualitatively the
same picture as in the right part of Fig. 2. But with the same parameters as before, one obtains
a much smaller maximal amplitude of about1000 compared with about30000 for (50).

One should note that the classical equations of motion (42) are unstable, too. Evalua-

tion of the eigenvalues of its linearisation of the constraint manifold yields±
√
p2

x + p2
y and

±i
√
p2

x + p2
y − y. Thus there also exist unstable directions which lead to the well-known

drift off the constraint manifold. Sofer et al. [33] presented two formulations of the pendulum
which are linearly stable. However, none of them is Hamiltonian in contrast to (53).
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