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The News

‘We report on our activities at the annual SIAM meeting
which took place this July in Philadelphia. Then an article
on electromagnetic diffraction serves an as introduction to
Problem #7, involving a uniform asymptotic expansion of
the incomplete Airy integral. And finally, three solutions
to Problem #4 have appeared.

A June 30 e-mail from Walter Van Assche indicated that
Springer-Verlag had just published Thomas Jan Stieltjes,

Oeuvres Complétes in two volumes of 564 and 744 pages.
Gerrit van Dijk is the editor. We checked with Springer
and quote from their announcement: “This is a new, an-
notated edition of the collected papers of T.J. Stieltjes,
published earlier in 1914 (Vol. T) and in 1918 (Vol. 2) by
Noordhoff, Groningen, under the title Ocuvres Complétes
de Thomas Jan Sticltjes. Here the impact of Stieltjes’ work
on modern mathematics, and in particular on the therory
of orthogonal polynomials and continued fractions, is de-
scribed. Stieltjes’ claim to have proven the Riemann hy-
pothesis is also discussed. An English translation of Stielt-
jes’ main paper ‘Recherches sur les fractions continues’ is
included in the present book”.

Charles Dunkl has been invited to give a talk at a meet-
ing to commemorate the centenary of Cornelius Lanczos,
to be held at North Carolina State University in December.
For details see the Meetings and Conferences section.

And Hans Haubold has just informed us that his United
Nations Office will be moved from New York to the Inter-
national Centre in Vienna, so he has been very occupied
with making the necessary last minute arrangements.

Interesting data on the membership: our February 1993
Membership Directory contains 148 names, of which 84
have e-mail, while 50 members live outside the continental
United States—with 22 countries represented. By way of
comparison the Fall 1992 Directory listed 115 members.

David R. Masson informs us that he now has e-mail, and
his address is masson@math.toronto.edu. This brings the
number with e-mail to 85 (and there may still be others)
but this amounts to only 57.4% of the membership.

A few additional papers have been received at the ftp
site of Waleed Al-Salam, Please refer to the previous issue
of this Newsletter for the article on how to access his site,
or send an e-mail to waleed@euler.math.ualberta.ca.
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In the end section of this edition you will find detailed oy SIAM Activity Group
information on how to submit material to the Newsletter, on

including a preamble for those using IXTjzX. The current Orthogonal Polynomials and Special Functions

publication schedule is also given.

Industrial Mathematics

A Course in Solving
Real-World Problems

Avner Friedman and Walter Littman

“This is REAL. It has a different spirit. It gives students the
distinct feeling that they could go into industry and actually work
o problems like those in this book, The standard teaching of ‘here
is the mathematics, use it to solve this problem’ has been replaced
with ‘here is a problem, use mathematics to solve it.” This book
refreshes the interest of students in mathematics and motivates
them to learn more of it. It helps them understand the nature and
the importance of mathematics in real world applications.”

— Oscar Bruno, Assistant Professor of Mathematics,

Georgia Institute of Technology.

Industrial Mathematics is a fast growing field in the
mathematical sciences. This book presents real
industrial problems and their mathematical
modeling as a motivation for developing
mathematical methods that are needed for solving
the problems. It brings the excitement of real
industrial problems into the undergraduate
mathematical curriculum.

Contents

Introduction; Preface to the Student; . Crystal Precipitation; Il. Air Quality
Modeling; lll. Electron Beam Lithography; IV. Development of Color Film
Negative; V. How Does a Catalytic Converter Function?; VI. The Photocopy
Machine; VII. The Photocopy Machine (continued); Index.

Available December 1893 / Softcover / Approximalely 152 pages
ISBN 0-89871-324-2 / List Price $22.50 / SIAM Member Price 18.00
Order Code OT42 / Special Classroom Adoption Price $15.00
(minimum purchase of five copies al classroom adoption price)

To Order: Shipping and Handling
(Use your VISA, Mastercard USA: Add $2.75 for Lhe first book,
or American Express.) and $.50 for each additional book,

Call toll-free in USA 1-800-447-S|AM Canada: Add $4.50 for the first
Oulside USA call (215) 382-9800 book, and $1.50 for each additional

Fax: (215) 386-7999 book.
E-mail: service @siam.org Outside USA/Canada:

Add $4.50 per book.
Or send check or money order to: ; o e
SIAM, Dept. BKAG93 All overseas delivery via airmail.

P.O. Box 7260 Payments may be made by wire
Philadelphia, PA 19101-7260 transfer to SIAM's bank:
PNC Bank, 3535 Market Street,
Philadelphia, PA 19104;
v ABA Routing #031000053;
Account Name: Society for
® Industrial and Applied Mathematics

Account Number; 509-704-5

CHARLES DUNKL, Chair
GEORGE GASPER, Vice Chair
MarTiN E. MULDOON, Program Director
ToM KOORNWINDER, Secretary
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THE PURPOSE of the Activity Group is

—to promote basic research in orthogonal polyno-
mials and special functions; to further the application
of this subject in other parts of mathematics, and in
science and industry; and to encourage and support
the exchange of information, ideas, and techniques
between workers in this field, and other mathemati-
cians and scientists,

Summary of Philadelphia Minisymposium

Here is a brief report on the the Minisymposium and
on other special function activities at the annual SIAM
meeting held this year in Philadelphia, July 12-16.

We were pleased to note that the plenary lecture given
by David Gottlieb of Brown University, with the title “The
Gibbs Phenomenon and Scientific Computing”, contained
an important application of special functions, namely the
use of a Gegenbauer polynomial expansion filter in pro-
cessing discrete Fourier transforms of shock waves.

At the Group's business meeting an informal discussion
was held concerning our proposed contribution to next
year’s annual SIAM meeting (in San Diego). The working
idea now is the theme of asymptotics. More ambitiously,
we could aim for two sessions with around eight speakers—
perhaps half in the area of asymptotics. Suggestions about
a plenary speaker should have been submitted to the SIAM
Program Committee (chaired by Barbara Keyfitz, of the
University of Houston) in late August. On the other hand,
the program for the Minisymposium need not be finalized
until December, so we ask that you submit ideas for speak-
ers or otherwise express interest in giving your own talk,
by late October.

As for the Minisymposium itself it was well-attended,
with Adel Faridani, Peter McCoy and Dennis Stanton pre-
senting their scheduled lectures. Unfortunately, due to un-
foreseen circumstances Hans Haubold could not attend,
but he did send his manuseript to Waleed Al-Salam’s ftp
site (euler.math.ualberta.ca) for public availability,. What
follows are three abstracts by the three speakers. We will
try to print Haubold’s abstract in the next issue.
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Quasiregular Sampling and Computed Tomography
by ADEL FARIDANIT

Department, of Mathematics
Oregon State University
Corvallis, OR 97331

Many applications in signal processing require recovery
of a function [rom discretely sampled values. The classi-
cal sampling theorem permits reconstruction of a function
(whose Fourier transform has compact support) from its
values on a set of equidistant points on the real line R.
An important generalization results from replacing R by
an arbitrary locally compact abelian (LCA) group. The
sampling set is then a coset of a closed subgroup. Since
this requirement on the sampling set is very restrictive,
there is great interest in results for more general sets. In
this talk we present a theorem for so-called quasiregular
sampling sets which are unions of finitely many cosets of
a closed subgroup. We then apply this result to sampling
the 2-D Radon transform, a problem occurring in com-
puted tomography. Formulating our sampling theorem in
the general framework of LCA groups not only permits a
simpler and more transparent proof, but also allows a uni-
fied treatment of different applications, such as the various
sampling geometries used in computed tomography.

i i

Adel Faridani was the starting speaker

In order to derive our sampling theorem we consider the
following problem: Let f be defined on an LCA group
G. Compute the Fourier transform F(¢) for € in a certain
compact set K’ from a knowledge of f on a finite union of
cosets of a subgroup H C G. The main teol used in the
proof is the Poisson summation formula. For K’ = {0} our
problem reduces to numerical integration, and it turns out
that our approach has close connections to the method of
lattice quadrature rules.

The mathematical problem of computed tomography is
to recover a function f : R? — R from finitely many of its
line integrals. Which line integrals can be measured de-
pends on the particular application. Mathematically most
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convenient is the parallel-beam geometry, where the lines
are parameterized by an angle  characterizing their di-
rection, and their signed distance from the origin s. The
data function to be sampled is then given by Rf(y,s) =
Jz6os f(z)dz with 8 = (cos¢,sing). A different geom-
etry is used in today’s hospital scanners, where an x-ray
source is moving on a circle with radius r around the pa-
tient. This leads to the fan-beam geometry, characterized
by the data function Df(e, 8) = Rf(8+ a—n/2,rsina).
For fixed 3 we obtain a ‘fan’ of lines passing through the
source position (rcos3,rsing). Note that Rf is a func-
tion on G = T x R (T being the torus group) while Df
is defined on T?. Our sampling theorem allows a unified
derivation of sampling conditions for both functions. In
this talk we suggest new quasiregular sampling sets for the
fan-beam geometry and present numerical tests showing
that good reconstructions can be obtained using quasireg-
ular parallel-beam sampling.

As general reading on the classical sampling theorem and
its many extensions we recommend [1,2]. For recent papers
on quasiregular sampling see, e.g., [3] and the article by
Cheung in [2, pp.85-119]. Our general sampling theorem
is proved in [4]. Research in sampling the Radon transform
is summarized in [5, Chap.III]. More recent contributions
can be found in [3,6,7].
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Special Functions, Boundary Value Problems
and Linear Elliptic Partial Differential Equations

by PETER A. McCoy

U.S. Naval Academy
Annapolis, MD 21402

Radar Division
U.S. Naval Research Laboratory
Washington, D.C. 20375

In signal processing, Shannon’s theorem allows the re-
covery of a bandlimited signal from values sampled at a
discrete set of frequencies. We view this concept in the
context of elliptic boundary value problems of order > 2
on a bounded domain & with 9§ € C*=. The idea is to
find a sampling theorem for the solution of the BVP.

A procedure is set up for constructing a complete set of
orthogonal sampling solutions with properties similar to
the “sinc” function in Shannon’s theorem. The solution of
the BVP is expanded as a series in terms of the sampling
solutions and the boundary data sampled at a discrete set
of spatial frequencies,

Pete McCoy setting up his transparencies

Equivalent problems are considered. One problem fixes
the differential operator and varies the domain; whereas
the other fixes the domain and transmutes the differential
operator.

Applications follow in a special functions setting for sec-
ond order axially symmetric problems with entire function
coefficients. The Dirichlet data is specified as bandlim-
ited with respect to a boundary integral whose kernel is a
Gegenbauer function.

Sampling theorems are developed function theoretically
on domains that are starshaped about the origin. In par-
ticular the domain is specialized as a sphere or a cardiod
of revolution.
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Basic Hypergeometric Orthogonal Polynomials
and Combinatorics

by DENNIS STANTON

School of Mathematics
University of Minnesota
Minneapalis, MN 55455

Classical orthogonal polynomials such as the Hermite,
Laguerre, and Jacobi can be written as hypergeometric
series; for example, the Jacobi

P’Ea,ﬁ)(l_2$)_c2F1( —n Ziclr+5+1; x )

There are several g-analogues of these classical polynomi-
als. In this talk two possible combinatorial avenues of
study are given:

1. g is an indeterminate
2. ¢ is a prime power.

If g is an indeterminate, then one can try to find a set of
objects S,, and a weight wt on these objects such that

pula) = 3 wils).

SES,

The weight wt must depend upon z, ¢, and whatever pa-
rameters there are in the polynomials. To do integration
one must find a set of objects M, with weights wt such

that o
pn:./_ x"dp(x) = Z wt(m).

meEM,

This has been been done for sets of g-Hermite, g-Laguerre,
and g-Charlier polynomials. One can obtain positivity the-
orems from this combinatorial viewpoint. Conversely, if
the measure is known, new combinatorial theorems can
result, for example a new Mahonian statistic for permuta-
tions from the ¢g-Laguerre polynomials.

For g being a prime power, we use the fact that dis-
crete orthogonal polynomials are eigenvalues for classical
distance regular graphs. The weight function counts the
number of vertices in the graph a given distance away.
If the vertices of the graph consists of the set of all k-
dimensional subspaces of an n-dimensional vector space
over a finite field of order g, and edges are between spaces
that overlap maximally, the weight is the ¢-Hahn weight

wu)=[kfj]q[“;k]qa?
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Dennis Stanton taking another question

Here are two applications of the polynomials to prob-
lems on these graphs. The Erdos-Ko-Rado theorem gives a
sharp bound for the independence number of these graphs,
and this theorem follows from the explicit form of the poly-
nomials, A dual problem is the the Kneser conjecture
(proved by Lovasz) on the chromatic number. It remains
open for the g-Johnson scheme. One can also use Diaco-
nis’ uniform upper bound lemma, and the exact form of the
first eigenvalues to find the cutoff constants for a random
walk on the g-Johnson scheme.

And finally, it appears that a product of r — 1 affine g-
Krawtchouk polynomials with a single g-Hahn polynomial
(a polynomial in r variables) is a spherical function for the
Celfand pair of the general linear proup over Z/p"Z, with
stabilizer on subgroups of type »*. This generalizes the
g-Johnson scheme.

Conference on Hypergroups—Report

George Gasper has compiled this report from the recent
conference on hypergroups in Seattle:

There were over 50 mathematicians, from 14 countries,
attending the joint AMS-IMS-SIAM summer research
conference on “Applications of Hypergroups and Related
Measure Algebras.” The conference was held August 1-6
in Seattle, at the University of Washington, and it was
co-chaired by William C. Connett, Alan L. Schwartz, and
Olivier Gebuhrer.

We had over 50 talks presented—on a variety of topics
including Lie hypergroups, probability theory on hyper-
groups, quantum groups; Gelfand pairs, Fourier and convo-
lution algebras, Banach and C * algebras, harmonic analy-
sis; Sturm-Liouville operators, hypercomplex systems, or-
thogonal polynomials in one and several variables, and spe-
cial functions.
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There were talks on addition formulas, product and lin-
earization formulas, and spectral synthesis; Hopf and mea-
sure algebras, transmutatjon operators and inverse spec-
tral problems, and random walks on polynomial hyper-
groups; plus graphs, trees, and other discrete hypergroups.

We were fortunate in that, during the first three days,
the sky was so clear that on approaching the conference
building from the north, each participant had a spectac-
ular view of Mount Rainier (about 60 miles south of the
campus). Tuesday afternoon was reserved for sightseeing,
visits to downtown Seattle, The Art Museum, Aquarium,
Ballard Locks, Pike Place Market, The Science Center,
Space Needle, and a ferry ride to Bainbridge Island to ex-
plore Winslow, and then dinner at the Saltwater Cafe.

In addition to the co-chairs, the participants included:

Mohamed Akkouchi
Allal Bakali

Walter Bloom
Charles F, Dunkl

Martin Ehring
Pierre Henri Eymard
Gerald B. Folland
Leonard Gallardo

George Gasper

Lorna B. Hanes
Robert Jewett
Alexander Kalyuzhnyi

Ray Kunze

B.M. Levitan
Mohammed Mabrouki
Lazhari Nejib

Boris P. Osilenker
Margit Roesler

Rosa Shapiro
V.S. Sunder

Khelifa Trimeche
Michael Voit
K.Ysette Weiss
Daming Xu

A special effort was made to bring colleagues from Mo-
rocco and Tunisia to the conference, and to involve both
senior and junior researchers in a workshop which initiated

cooperative efforts.

Richard A. Askey
Yurij Berezansky
Houcine Chebli

Edward G. Effros

Jean Esterle
Ahmed Fitouhi
John Fournier
Ramesh Gangolli

Moncef Hamza
Herbert Heyer
Palle E.T. Jorgensen
Tom H. Koornwinder

Christopher Lang
Gregory L. Litvinov
Nour el Houda Mahmoud
Masatoshi Noumi

Gleb Podkolzin
Kenneth A. Ross
Ajit Igbal Singh
Ryszard Szwarc

Leonid Vainerman
Richard Vrem
Norman J. Wildberger
Zengfu Xu
Hansmartin Zeuner
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The Airy Integral and EM Diffraction
The Electrical Engineering Department at Ohio State
has for many years been situated at the frontier of research
in electromagnetic (EM) scattering and diffraction. As a
prelude to Problem #7, and to emphasize that applied
mathematics is alive and healthy, we present a contribution
by Evagoras Constantinides and Ron Marhefka.,

A Complete Uniform Asymptotic Expansion
of the Incomplete Airy function

by E.D. ConNsTANTINIDES and R.J. MARHEFKA

The Ohio State University ElectroScience Laboratory
Department of Electrical Engineering
Columbus, Ohio 43212

The incomplete Airy integral given by’

oo
Rio,7ik) = [ M ds 1)
Y

serves as a canonical integral for some sparsely explored
diffraction phenomena involving the evaluation of high fre-
quency EM fields near terminated caustics and compos-
ite shadow boundaries [1,2]. In equation (1), % is the
wavenumber of the propagation medium and it is assumed
large. The parameter ¢ indicates the proximity of the ob-
servation point to the caustic whereas the integration end-
point « indicates the proximity of the observation point
to the caustic termination or composite shadow boundary.
Both ¢ and 7 are assumed real. Here, we seek a complete
asymptotic expansion for Iy in inverse powers of k — oo
for the case when the saddle points 235 = #(—0)'/? are
real and widely separated (¢ <« —1).

For an asymptotic expansion of (1) that holds uniformly
as the endpoint v approaches the saddle point z;, we em-
ploy the following transformation [1]:

Q(z) = O‘Z+z3/3 =g(z) + a2 ﬁg(_a)a/z i §2 = 7(s)
(2)

with arg(s) suitably restricted so that Io(o,v; k) converges
as s — oo. Hence, employing (2) in (1) we get

Io(o, v k) = e 31" fg fo()e*" ds  (3)

with the upper limit taken in the sector 0 < arg(s) < w/2
of the complex s-plane. The quantities ¢ and fo(s) are
given by

9 1/2
(== lov++43/3+ -?;(0)3/2] ¢ w2 =)V (4]

and
dz _7'(s) 2 (5)
ds ¢'(z) oa+2%

1Rlectrical engineers use j for /—1, reserving i = v/7 for current.

fo(s) =
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Then, using a method introduced by Lewis [3] along with
successive integration by parts the complete asymptotic
expansion, or Fresnel integral representation of (3), is as
follows:

= (ﬁl}n 2 h(_ )32 (o2
Io(o,v; k 2o (0)e~drk-0) 0s? g,
oo, v; k) ,,,2=o{(23"‘)”f (0) /c 32 g
(—])n+1 fﬂ(C) _fn(o) Jk(oy 'ys
T (R [ ¢ JB o /3)} .

where the function f, is given by the following recursive
relationship:

fuld) = sfn-1(s) _fn—1(3)+fn—1(0); n—123 ..

52
(7)
In order to compute the terms of the asymptotic series
in (6) we need to derive an expression for fo(s) and its
derivatives when s = 0. Since fo(s) is regular near zero, it
can be expanded in a Taylor series around s = 0 by means
of Lagrange’s theorem. That is, fy(s) may be written as
follows:

fols) = ans® (8)

n=0
and this converges uniformly inside a circle of finite radius
r centered at s = 0. The coefficients o, are determined
using a procedure introduced by Erdélyi [4] that yields:
ey 9
" 7 3nnlT (BF) (—o)@ni /A ©)

+0.1

% Amplitude Error

0 1 2 3 4

Figure 1: Percent amplitude error of the five term asymp-
totic series for the incomplete Airy function (solid line)
and its derivative (broken line). Results are plotted vs.
the parameter £ with 8 = —4.0.

The asymptotic series in (6) was employed in [5] for the
evaluation of the incomplete Airy function defined by

coexp(ive)
£(6,€) = / BN gy 0 < o < /3
£

(10)
when the argument 3 is large and negative. Figure 1 shows
the percentage amplitude error of the asymptotic result us-
ing five terms of the asymptotic series. The reference data
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was obtained using a Taylor series representation [or g, de-
rived in [5]. The error results for both the function (solid
line) and its derivative (broken line) are plotted vs. the
parameter £, with 8 = —4.0. The asymptotic result shows
excellent agreement with the series solution, exhibiting a
maximum error of only 0.075%.

The computation of higher order phase integrals, such
as the incomplete Pearcey function given by

glertlfestiig, (11

Pyt = [

~

is also of great interest. We note that several expansions
for the complete Pearcey integral exist in the literature
6,7,8]. Similar expansions for the incomplete integral can
be found but they are expected to be more challenging.
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Two Maple Packages

What follows is a report on two Maple packages for doing
symbolic manipulation on a computer. Both are available
by ftp and we accordingly make the usual disclaimer: there
is no guarantee or warranty.

First there is a contribution from Doron Zeilberger on
dealing with hypergeometric function identities and related
problems. Tt is available by ftp [rom the site:

math.temple.edu
in the directory pub/zeilberger/programs.

Second there is a revised version of John Stembridge's
symmetric function package called SF2. Here are a few
comments taken from his announcement:

SF 2 is an improvement over SF 1 in several respects. It
has better speed and space-efficiency, more functions, and
better documentation. SF 1 can do any computation of the
type one finds in the first chapter of Macdonald’s book on
symmetric functions but SF2 can do more. Perhaps the
most interesting new feature in SF 2 is an enhanced ability
to manipulate sophisticated symmetric functions, such as
Hall-Littlewood functions.

Here are instructions for getting a copy of SF 2.

1) ‘ed’ to the directory where you plan to store
the package. (e.g., /usr/local /maple/package)

2) Issue the UNIX command
ftp ftp.math.lsa.umich.edu
(currently equivalent to ftp 141.211.64.51)

Use “anonymous” as your username and your
name as the password. After you get the “ftp>"
prompt, issue the following ftp commands:

cd pub/jrs
binary

get SF.tar.Z
bye

3) Back on your UNIX machine
issue the commands

uncompress SF.tar.Z
tar -xvf SF.tar

4) Follow the instructions in the file
READ_ME.SF to install the package.

SF2 requires Maple V (Release 1 or 2) running in a
UNIX environment. Eventually SF2 will probably be
added to the Maple Share Library (SF 1 is there already).
But until that happens, you will need a UNIX machine on
the Internet to acquire and unpack the software.

John has also made some minor cosmetic changes in his
other packages (posets, coxeter, and weyl) to make them
more compatible with Maple V, Release 2.
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Meetings and Conferences

Some of these items have appeared in previous editions
so you may be reading them here for the third time.

1. A conference on “Nonlinear Numerical Methods and
Rational Approximation” will be held at the University of
Antwerp from September 5 to 11, 1993. Registration will
cover housing, participation, and a copy of the conference
proceedings—which will be similar to the 1987 proceed-
ings. Special attention will be paid to housing and Lo social
events for the participants.

The emphasis will be on Padé approximation, rational
interpolation, rational approximation, continued [ractions,
and orthogonal polynomials. Each of these topics will be
introduced by a one hour survey lecture. Also welcome are
contributions on multivariate or multidimensional prob-
lemns, error analysis, software development, and applica-
tions. Participants are invited to present a 20 minute re-
search talk.

The invited speakers will be A. Gonchar (Moscow),
M. Gutknecht (Ziirich), W.B. Jones (Boulder, USA), D.
Lubinsky (Witwatersrand, South Africa), and E. Saff
(Tampa, USA).

For more information contact the organizer, who is

Annie Cuyt cuyt@wins.uia.ac.be
Department of Mathematics & C.S.
University of Antwerp
B-2610 Wilrijk- Antwerp,
Tel: (32) 3 820-2407

Belgium
Fax: (32) 3 820-2244

2. “Symbolic Computation in Combinatorics” is the ti-
tle of a workshop to be held from September 21 to 24, 1993
at the Mathematical Sciences Institute of Cornell Univer-
sity in Ithaca, N.Y. Lectures will be given at the Cen-
ter for Symbolic Methods in Algorithmic Mathematics, of-
ten called ACSyAM. This center is supported by the U.S.
Army Research Office.

The focus of the workshop will be on the role of com-
puter algebra in solving problems concerning symbolic ma-
nipulation of combinatorial formulae, and on the formal
treatment of analytical problems in combinatorics. [For
example, g-binomial sums, g-hypergeometric series, and
recurrences will be considered. The intended scope also
includes nontrivial applications as well as new algorithms,
systems aspects, and demonstrations. As for the main
speakers, G.E. Andrews will speak on “AXIOM and the
Borwein Conjecture”, P. Flajolet will give a talk on “Sta-
tistical Combinatorics”, and D. Zeilberger will talk about
“The Holonomic Paradigm and beyond”.

The workshop is being co-organized by

P. Paule
V. Strehl

ppaule@risc.uni-linz.ac.at, and
strehl@informatik. uni-erlangen.de

3. An “International Joint Symposium on Special Func-
tions and Artificial Intelligence” will be held in Torino Italy
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on October 14-15, 1993. The Symposium is dedicated to
Luigi Gatteschi and Francesco Lerda on the occasion of
their seventieth birthdays.

The Symposium is being organized by Dipartimento
di Matematica dell’Universitd di Torino, with financial
support [rom various [talian agencies. According to the
brochure now in circulation, the purpose of the Sympo-
sium is to bring together well-known researchers in special
functions and in artificial intelligence. Two parallel ses-
sions are planned, with 12 speakers for each topic. From
our own activity group I'rancisco Marcellan, André Ron-
veaux, and Jet Wimp are scheduled to speak.

The organizers are G. Allasia and C. Dagnino Chiesa
of the Dipartimento di Matematica, Universitd di Torino.
For information please contact

Universitd di Torino

Dipartimento di Matematica

Via Carlo Alberto 10

10123 Torino, Ttaly

Tel: (39) 11 538 855  TFax: (39) 11 534 497
e-mail: armosino@dm.unito.it

4., Walter Van Assche has forwarded this information
about an October meeting in Leuven:

The Belgian Contact Group on “Special Functions and
Their Applications” is organizing a meeting on Friday, Oc-
tober 22, 1993 at the Katholieke Universiteit, Leuven.

The invited speakers will be Mourad E.H. Ismail of
the University of South Florida (Tampa, I'L, USA) who
will present a talk on “g-beta integrals and biorthogo-
nal rational functions”; Gérard Letac of the Université
Paul Sabatier (Toulouse, France) who will talk about “The
2d+4 types of Meixner polynomials in R and Christian
Berg of the University of Copenhagen, Denmark, who will
speak about “The Nevanlinna parametrization for some
indeterminate Stieltjes moment problems associated with
birth and death processes”.

Besides these invited talks there will be time reserved
[or the shorter communications. A detailed program and
directions on how to get to Leuven will be mailed in early
October to anyone responding to this announcement.

We hope to see you in Leuven!

André Ronveaux Walter Van Assche
F'UN.D.P. K.U. Leuven
Département de Physique Departement Wiskunde
Rue de Bruxelles 61 Celestijnenlaan 200 B
5000 Namur, Belgium 3001 Heverlee, Belgium

For more information please contact
Walter Van Assche
e-mail; fgace03@ccl.kuleuven.ac.be
or Fax: (32) 16 293 545,

(André is President of the Contact Group and Walter is
Lhe Secretary—Ed.)
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5. North Carolina State University will host a confer-
ence in Raleigh from December 12-17, 1993 to celebrate
the 100th anniversary of Cornelius Lanczos (1893-1974).
The conference will reflect the wide interests ol Lanczos—
in computational mathematics, theoretical physics, and in
astrophysics. The program will include 25 invited plenary
speakers and 25 minisymposia, approximately. Contact

Lanczos International Centenary Conference
Attn: Sheehan /Heggie

NCSU/OCE&PD, Box 7401

Raleigh, NC 27695 lanczos@math.ncsu.edu

6. A session on the topic of special functions will be
held during the March 25-26, 1994 meeting of the AMS in
Manhattan, Kansas. Anyone who might be interested in
presenting a paper at this meeting should please contact

Robert Gustafson

Department of Mathematics

Texas A&M University

College Station, TX 77843,

Tel: (409) 764-8933  and (409) 845-3950

Fax: (409) 845-6028 rgustaf@math.tamu.edu

7. The 100th anniversary of T.J. Stieltjes’ premature
death will be commemorated in 1994-95. A number of
activities are planned in Leiden, and also in Toulouse.

First of all, in April 1994 the Congress of Wiskundig
Genootschap (The Dutch Mathematical Society) will be
held in Leiden, where Richard Askey will give the Stieltjes
Lecture. Contact:

Prof. Gerrit van Dijk
Rijksuniversiteit Leiden

Afdeling Wiskunde en Informatica
P.O. Box 9512

2300 RA Leiden, The Netherlands

Then in Toulouse there will be a colloquium in the Spring
of 1995. The focus will be on continued fractions and
moment problems, orthogonal polynomials, Laplace trans-
forms, the Riemann hypothesis, and other topics. This will
have a somewhat historical character. There will also be
an emphasis on the work of Stieltjes in both the graduate
and undergraduate seminars. Contact:

Prof. J.-B. Hiriart-Urruty

Groupe d’Histoire des Mathématiques
de 'Université Paul Sabatier

118, Route de Narhonne

31062 Toulouse, France

The classical focus will be continued by Gerrit van Dijk
who is preparing an article on the life and work of Stieltjes
for The Mathematical Intelligencer.

Orthogonal Polynomials and Special I'unctions

Newsletter

Problems In

Statistical Physics

Edited by George H. Weiss

Contents
Diffusion Kinetics in Microscopic Nonhomogeneois Systents,
Peter Clifford and Nicholas ], B. Green

Fluctuations in Nonlinear Systems Driven by Colored Noise,
Mark Dykman and Katja Lindenberg

Percolation, Shlomo Havlin and Armin Bunde

Aspects of Trapping in Transport Processes,

Frank den Hollander and George H. Weiss

Stochastic Resonance: From the Ice Ages 1o the Monkey's Ear,
Frank Moss

Here is a collection of independent articles on
mathematical problems recently developed in
statistical physics and theoretical chemistry. The
book provides both an introduction and a review of
current research on the topics of nonlinear systems
and colored noise, stochastic resonance,
percolation, the trapping problem in the theory of
random walks, and diffusive models for chemical
kinetics. Some of these topics have never before
been presented in an expository book form.

Applied mathematicians will be acquainted with
some of the contemporary problems in statistical
physics. A few areas currently attracting intensive
research efforts are described and some of the
techniques used in this research are outlined, as
well as principal results and outstanding questions.

To Order: (Use your VISA, Mastercard or American Express)

Call toll-free in USA 1-800-447-STAM

Qutside USA call (215) 382-9800

Fax: (215) 386-7999 / E-mail: service@siam.org

Or send check or money order to:

SIAM, Dept.BKAGI3, P.O. Box 7260, Philadelphia, PA 19101-7260

Shipping and Handling

USA: Add $2.75 for the first book, and $.50 for each additional book.
Canada: Add $4.50 for the first book, and $1.50 for each additional
book. Outside USA/Canada: Add $4.50 per beok.

All overseas delivery via airmail.

Payments may be made by wire transfer to SIAM's bank:

PNC Bank, 3535 Market Street,Philadelphia, PA 19104;

ABA Routing #031000053; Account Name: Society for Industrial and
Applied Mathematics; Account Number: 509-704-5

Available Early 1994
Approximately. 352:pages
Softcover

ISBNI0-89871-323-4
List Price $49.50
SIAM Member Price $39.60 / Order. Code OT41
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Problems
2. Is it true that

s (x4 1, 2412 1—1)

is a convex function of x whenever —oo < x < oo and
0<t<1?
Submitted by George Gasper, August 19, 1992
(g-gasper@nwu.edu)

3. The following Toeplitz mnatrix arises in several appli-
cations. Define for i # 7

sinam(i — 7)
i —7)

and set A;; = a. Conjecture: the matrix

/1,"}'(0’) =

T

M=(-A)""

has positive entries. A proof is known for 0 < a < 1/2.
Can one extend this to 0 < e < 17
Submitted by Alberto Griinbaum, November 3, 1992,
(grunbaum@math.berkeley.edu)

4. Prove that

o

Z y(6n + 1/2)!
(6o + 1)

\ff ﬁ—fu

Submitted by R. William Gosper, May 10, 1993.
(Tel: (415) 948-2149  Fax: (415) 948-2443)

5. The result of Problem #4 can be generalized to
(=1)"(mn + 1/2)!
“ Vi (mn 1)}

m—1

Ma

S, =

3
Il

sin 1)ymw/(4m) 4+ 7 /4)
me ‘2!»+17T/ (2m))]1/2

3|*‘

k=0

valid for integral m > 2.
Submitted by J. Boersma and P.J. de Doelder,
July 12, 1993.
(wstanal@win.tue.nl)

6. For nonnegative integral n, let
dn(x) = Pu(l —2z) = o1 (—n,n+ 1;1; ).

Evaluate the integral

1
Ay /qﬁn / d)”_‘(rl) dtde. (a<1)

as a rational function of «.

Submitted by Barbara S. Bertram and Otto G. Ruehr,
August 3, 1993.
{(bertram@math.mtitedu

otto@math.mtiedn)
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7. The incomplete Airy integral given by
o0 . 5
lo(o,vi k) = ] I +7/3) g (1)
r

serves as a canonical integral for some sparsely explored
diffraction phenomena involving the evaluation of high fre-
quency KM fields near terminated caustics and composite
shadow boundaries. In equation (1), & is the wavenumber
of the propagation meditun and is assumed to be the large
parameter. Both the parameters o and v are real.

The desired task is to derive a complete asymmptotic ex-
pansion for Iy in inverse powers of & — oo for the case
when the saddle points of the integrand satisfying

Zto = 0 (2)
2 = H(—o)/? (3)

are real and widely separated (o < —1).
expansion should be of the [orm

ZA

n=0

The asymptotic

In{o,vi k (o,7,n) (4)

in which f(o, 7, n) is expressed in terms of known and cas-
ily computed functions. The asymptotic expansion in (4)
should also hold uniformly as the endpoinl. v approaches,
or coincides with, one of the saddle points.
Submitted by E.ID. Constantinides and R.J. Marhefka,
August 11, 1993.
(evagoras@tiger.eng.ohio-state.edu)
(rimitiger.eng.ohio-state.edu)

(See their article on EM diffraction, this issue—Isd.)

A Correction

In the last issue we rveprinted a short bio of Ramanujan
which concluded with the statement “A conjecture made
by Ramanujan in 1916 was proved only in the year 1974,
by the French Mathematician Deligne using very sophisti-
cated methods of Algebraic Geometry.” Actually, Pierre
Deligne was born in Brussels on October 3, 1944, and
he studied at the Universily of Brussels, therefore he is
Belgian and not Irench. [le studied with Jacques Tits,
Alexandre Grothendieck, and Jean-Pierre Serre. Deligne
won the Fields medal in 1978.

Thanks to our Belgian colleagues for pointing this out.
We have also passed the information on to our friends in
Madras, from whom the bio on Ramanujan was copied.
We regret the error-—for which we take responsibility.
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Solutions to Problem #4

Three solutions were submitted and we have decided to
print them all, in the order received.

Bill Gosper had a disc crash, unfortunately lasting for
several weeks, leaving him stranded without his Macsyma,
his tables or TEX. That caused him to rummage through
ABRAMOWITZ and STEGUN where he found that a linear
combination of 15.1.21 and 15.1.31 led to our problem #4,
which Mizan referred to as rather elementary. Now that
the disc is up and running, Bill promises something rather
substantial to keep Mizan busy.

Not surprisingly Mizan uses g-series, while the other two
solutions, one by Boersma and de Doelder, and the other
by Otto Ruehr, rely on the beta integral.

Solution to Problem #4
by J. BoErsMA and P.J. DE DOELDER

Department of Mathematics
Eindhoven University of Technology
5600 MB Eindhoven, The Netherlands

Let the sum of the series be denoted by Sg. By use of
the beta integral
(6n 4 1/2) '\/_ t6n+1/2 _t) 2 g
(6n+1)!

we establish the integral representation

e
Sg = — —et—
6 Tr,[o 14 (6

Through the substitution ¢ = 1/(z2
transforms into

1o Rty
Sﬁ*?f_m(zﬂ-r-l)ﬁﬂdz

1) the integral

which is evaluated by contour integration in the complex
z-plane. In the upper half-plane Imz > 0 the integrand
has simple poles at z = z;, and z = —Z, £ =0,1,2, where
zj, is determined by

22+ 1 =exp((2k +1)7i/6), Imz >0.

Thus we have
2 = exp {(2k + T)mwi/24)[2sin ((2k + 1)x/12)]1/2.

The sum of the residues of the integrand at z = z, and
z = —Z; is found to be

1 1
122}(2% +1) 12Z.(Z

 —isin((10k + 11)m/24)
~ B[2sin ((2k + 1)7/12)]1/2

R

and by the residue theorem we obtain

B i sin ((10k 4+ 11)7/24)
i [2sin ((2k + 1)7/12)]1/2°
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The latter sum can be simplified to

Sg = % [\/cot (7/24) + v/tan (/8) — \/cot(57r/24)] (1)

which is now expressed in terms of trigonometric functions.
By substitution of the known values

1 4 cos (w/12)

cot (m/24) (/2 (V2 + D)(V3 + V2)
tan (n/8) l‘n—m _Vioi
cot (5/24) h;ﬂfo—z:;{/z;i VZ - 1)(vV3 4+ V2)

we are led to the final result
1 ’
So = (V2= 1)L+ V2(V3+ VD). (2)

As a check, the numerical evaluation of both (1) and (2)
yields Sg = 0.3763408 ... . Observe that

sin (/8] =274 [yB — 1jV/2

in the result to be proved, so there is agreement with (2).
Remarks.
1) Note that Sg can be expressed as a generalized hy-
pergeometric function g% with argument —1:

3 5 1 8 1 18
1 12 12 120 120 120 i2
8¢ =—¢l%
2 2 3 4 5 1
6’ 6? 6! 6 6

2) The result of this problem can be generalized to

m

= i z_:l sin (5(2k 4+ 1)7/{dm) + 7 /4)
- [2sin ((2k + 1)7/(2m))]1/?2

(mn+1/2)!
V7 (mn + 1)!

valid for integral m > 2. (Received July 12, 1993)
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Solution to Problem #4
by MizaN RAHMAN

Department of Mathematics and Statistics
Carleton University, Ottawa, Ontario KIS 5B6

Gosper’s identity

i - (6n+3)! _sng |VE- ﬁ—\fn:(l)
= V(6n+ 1)! 3\/_
is rather elementary so I will first give a g-extension:
Z e ) (qaem/S)Sn . (g, a‘qU?/b; ?)oo
=t (bqﬁ"”“ 6(bg3/%, 12 /b; q)oo
5 (bqa-q-S/Qeni/ﬁ! qia'lmﬁ—ﬂ/ﬁ/l);q)m
(qaen'ijﬁ, aq1/27ae—1r1‘/6/b; Q)m
(-bqa+3/26_ﬂ’/6, _qﬁa—-I/'Zem'/S/b; q)m
+ (_qaeﬂn‘/s’ —aqlfz“"e"”i/ﬁ/b; q)m
. (ibg™*+312, —ig=o Y2 [b: ¢) o Fee) (2)
(ig™, —aig"/?~/b;q)c -

where (c.c.) stands for complex conjugate of the preceding
expression, and it is assumed that q,q,b, o are real, 0 <
g <1and |2|¢"/% < ¢* < 1. This follows dircctly from
Ramanujan’s ;1; summation formula by observing that
the bilateral series on the left side of (2) is equivalent to

(aqg;Q)m - (bq / o: ‘m 6yn km
33 Z ) Zp
(bq 1q)oo ol

(ag% @) q) =
where p = €™/3. See Gasper and Rahman’s book Basic
Hypergeometric Series [or various summation formulas and
notations.
For the special case a =b =1, 0 < a < 1/2 we have

= (0% @en oy = Lt g/
. (@idden 6g'/2
% [(1 fodg 1/2)( g, L Qoo
(197 @)oo

(—q a+3/2 _ﬂijﬁ;{}’)m

(1 +q a—1/2 m/(i)

(—g2e ™5, q)oo
(- qfafi/ze-ni/s)(q“‘*s/ﬁf_i"i’ﬁ;q)m
(qaefrzfﬁ;q)oo
+ (e.c.) = S(q), say. (3)
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Using the limit of the g-binomial formula we get

lim S{q) =
g—+1—
1 g_”ifs e?‘ri/ﬁ :
-3 = ¥ ). (4
3 {\/[ _e'rrt'/ﬁ \/1 +e;1ﬁ/‘5 \/]__',;:‘ +(CC) ( )
However
;s _ —2cos[(n/2) + (r/8)]  2sin(x/8)
= + (cc) = 2174 = 5174
(5)
and % -
e~ ™ et
e — ——=———t(cc) = 6
Jioe e Yigewe T o) (8)
2cos(m/24)  2cos(5m/24)
V2sin(n/12)  /2cos(7/12)

[\/—Z_coq% cos 1% = \/sin % (qm ;—4 + cos ;)J
= 2\/?, say.
Denoting 8 = 7/24 we have
P = 2cos? 0 cos 26 + sin 20(cos 8 + sin t9)2
2cosf(sin# + cos )

=1+ cos 20 + sin 20 — v/2 (cos? @ + cos fsin 0)

= (1—%)(1+c0529+sin29)‘ (7)

Now
1 + cos(m/12) -+ sin (w/12) =

2+ V2+ 3+
2
= Loy Bl L, ¥AlE=T)
- o p] Ty, )

(2+ v6). (8)

(8) in (4) and the formula

&
3
Using (5) -

: (4;9)oc
i I Ll
gl (q1/2; Q)czo

-’ =T(i/)=Vx (9

we derive (1). (Received July 12, 1993)
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Solution to Problem #4
by OrTo G. RUEHR

Department of Mathematical Sciences
Michigan Technological University
Houghton, MI 49931

Consider a more general problem: evaluate f,(x), where

Rl =3 (

n>0

—a¥P)(2pn + 4!
V7(2pn + 1)!

Represent the summand as a beta integral, and sum to get

1 [t 1 dt
Fole) = f VIt TF @

By a partial fraction expansion one obtains

1 r
fp(I) = Zg(mg‘rs)

where r, = ¢ (2s+1)/P and

2 /1 t dt
0

Il

g9(z)

The last step employs one of the quadratic transformations
of Gauss, namely

1 4y
Filaa+ ;¢ s
21( 2" (1T+y)?
witha:%,

pay F
€ = 5
TFor p = 3 we find

r=-—1, rog= "£7r/3, rg = c—i'rr/3
and
Vidat-1
f3(z) = +

1822(1 + 22)

\/lJr:r;?—xz\/_—(l—xz)m+u\/ﬁ—u\/w—4x2

182242

where v? = 1 —z? +z4, v = 2u+2—22, and w = v+ 322,
Appropriately, for x = 1 this reduces to Gosper’s result.
(Received August 4, 1993)
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) = (1+y)%y F1(2a, 2a+1—c;¢; ).

Wavelets:
Algorithms & Applications

Yves Meyer
Translated and revised by Robert D. Ryan

Wavelet analysis, an exciting new theory on the forefront of
scientific thought, is a unifying concept that interprets a large
body of scientific research. For example, the application of
wavelet-based techniques to image compression has major
sconomic implications. In the expanding field of signal and
image processing, this book provides a clear set of concepts,
methods, and algorithms adapted to a variety of nonstationary
signals and numerical image processing problems.

Professor Meyer, one of the world’s leading experts in wavelet
research, presents with equal skill and clarity the mathematical
background and the major wavelet applications, ranging from
the digital telephone to galactic structure and creation of the
universe. Never before have the historic origins, the algorithms,
and the applications of wavelets been discussed in such detail,
providing a unifying presentation accessible to scientists and
engineers across all disciplines and levels of training.

The book is based on a series of lectures presented at the
Spanish Institute and is now being published for the first time
in English. Written specifically for scientists with diverse
backgrounds, the material is presented in a manner that will
appeal to both experts and nonexperts alike. It is a valuable tool
for engineers and scientists (from graduate students to experts)
faced with signal and image processing problems. It is also the
answer to anyone asking, “What are Wavelets?”

Contents

Part I: Signals and Wavelets; Part II: Wavelets from a Historical
Perspective; Part III: Quadrature Mirror Filters; Part IV: Pyramid
Algorithms for Numerical Image Processing; Part V: Time-
Frequency Analysis for Signal Processing; Part VI: Time-Frequency
Algorithms Using the Malvar’s Wavelets; Part VII: Time-Frequency
Analysis and Wavelet Packets; Part VIII: Computer Vision and
Human Vision; Part IX: Wavelets and Fractals; Part X: Wavelets
and Turbulence; Part XI: Wavelets and the Study of Distant
Galaxies; Index.

1993/ xi + 133 pages / Softcover / ISBN 0-89871-309-9
List Price $19.50 / SIAM Member Price $15.60 / Code OT38

To Order:

(Use your VISA, Mastercard or American Express)

Call toll-free in USA 1-800-447-SIAM / Outside USA call (215) 382-9800
Fax: (215) 386-7999 / E-mail: service @siam.org

Or send check or money order {o:

SIAM, Dept. BKAGO3 P.O. Box 7260, Philadelphia, PA 19101-7260

Shipping and Handling

USA: Add $2.75 for the first book, and $.50 for each additional book.
Canada: Add $4.50 for the first book, and $1.50 for each addilional bock.
Outside USA/Canada: Add $4.50 per book. All cverseas delivery via
airmail.

Payments may be made by wire transfer to SIAM's bank:

PNC Bank, 3535 Market Street,Philadelphia, PA 19104;

ABA Routing #031000053; Acceunt Name: Society for Industrial and
Applied Mathematics; Account Number: 509-704-5
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How to Submit Material for the Newsletter

Like most newsletters, this one relies on input from the
members it is supposed to serve.

Here is the publication schedule. Material received on or
before a Draft #1 date can be included in that particular
edition. Material received after such a date will have to be
considered for a later edition.

Fdition  Draft #1 Mailing ~

Fall August 10 September 1

Winter November 10 December 1
Spring February 10 March 1
Summer May 10 June 1

Please send your Newsletter contributions to the Editor

Eugene Tomer

150 Hernandez Avenue

San Francisco, CA 94127

Tel: (415) 665-9555  Fax: (415) 731-3551
etomer@netcom.com

The preferred mode is a I4TEX file sent by e-mail. This
should be followed by a hard copy which is necessary if you
have graphs or drawings. Note that the column width is
exactly 3.5 inches while the font is the default \normalsize
(cmr10); also these constraints may tax your patience
when typesetting the longer formulas. Here is the IXTRX
preambie you will need when setting up your manuscript.

\documentstyle [twocolumn]{article}
\topmargin -0.5in
\oddsidemargin -0.375in
\evensidemargin -0.375in
\textheight 9.2in

\textwidth 7.25in

\columnsep 0.25in

\parskip 0.02in
\begin{document}

\title{Draft}

\author{Name of Author(s)}
\date{\today}

\maketitle

% Your text input goes here * *
\viill

\end{document}

If e-mail and IATRX are not suitable for you, then almost
any other mode will do—provided the result is readable.
A typewritten Fax is fine.
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With last minute items turnaround time can be short.
Please check over your material for accuracy and complete-
ness before submitting it.

Since the membership embraces many languages, errors
in an timlaut, ¢edilla, or hiéek may be conspicuous if they
oceur in a name. Also, first names rather than first initials
are preferred, in view of the wide geographical dispersion.
For given only a first initial (with no address or affiliation),
vou cannot always prove the uniqueness of an individual
even if you have every memberlist.

You may also send your contributions to the Chair of
the Activity Group

Charles Dunkl

Department of Mathematics

University of Virginia

Charlottesville, VA 22903

Tel: (804) 924-4939 Fax: (804) 982-3084
cfd5z@virginia.edu

The Newsletter is a quarterly publication of the SIAM
Activity Group on Orthogonal Polynomials and Special
Functions. The Editorial Committee consists of Charles
Dunkl, George Gasper, and Eugene Tomer.

To join the group and thereby receive the Newsletter,
please contact

Society for Industrial and Applied Mathematics

3600 University City Science Center
Philadelphia, PA 19104-2688

Tel: (215) 382-9800 service@siam.org
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“Lam thrilled (and not a little embarrassed) by how HandbOOk “A working mathematician can readily find
much I have learned from this beautifully crafted Of guidance on how to handle citations, prepare
volume. With wit and wisdom, Dr. Higham slides, and use computer

has delivered the message of the aids...could serve as a text for a

greal grammarians fo the miich needed short course for

¢
community of the mathematical ’ advanced graduate students,
scientisis. Research students particularly those for whom
will appreciate the author's English is not their native
portrayal of the publication language...The book is filled with
process and his erudite treaiment of the helpful examples.”

electronic goodies that should be in every — Beresford Parlett, University of

P R s i S for the Colifonis, Berkely.
efe
again withour the Handbook by my side.” M th L by ny .
/ a ematlcal RESEARCH — it is only when you write down

— Charles Van Loan, Department of Computer S A your ideas that you will ger a full understanding of
Science, Cornell University. your thinking. ART - the “beauty” of art or
CIenceS writing is not given for free. It is only by

practicing you will get the skill. Compare with

“This book, will be particularly useful for those — (G . i ;
publishing mathematical papers or theses in English any{ype of ip g L e s
can be born with some talent but that is not

Jor the first time, and alse for those more P

A : A . enough 1o be a good performer! CRAFT - to write
experienced in publishing who are starting to use i

electronic aids In the publication and presentation NICHOLAS J. HIGHAM dor pub Hewion yau hase o foliow: maty ey ad
processes. This book is strongly recommended as rrqdm_ons, m.n?' Tearsito use camputer Gols ) £
general reading for new graduate students, especially for non-native o Sf_lemlﬂc wnrmg.‘. . all these aspects are e,.rplrc.!h,’e
English speakers, and as a reference for students and faculry who or implicitly covered in the book. I highly recommend to use Higham’s

wish to gain experience in the use of electronic publication aids.” baok as a .manda{ary le.}"r boak for gradugte students tn the
Mathematical Sciences.

— lan Gladwell, Southern Methodist University. Bo Bapstrom, University of Tines, Sweden

Having trouble with your latest math paper? Giving a presentation that you just can’t pull together?
Struggling with your thesis or trying to get your first article published in a technical journal?
‘ Handbook of Writing for the Mathematical Sciences is the book for you!

This handy volume provides information on virtually every issue you will face when writing a technical paper or talk, from choosing
the right journal to handling your references. You’ll also get an overview of the entire publication process—invaluable for anyone
hoping to publish in a technical journal.

To wrile a truly impressive paper, you'll need to understand the anatomy of a research paper and the steps involved in revising a
draft. This book offers discussions of these fundamental topics, along with illustrative and provocative examples. Also included are
chapters on standard English usage, using computers for writing and research, and wriling technical material when English is a foreign
language. This handbook provides much-needed advice on handling the basic ingredients of a research paper, like definitions,
theorems, examples, and equations, In addition, appendices provide essential reference material, including summaries of LaTeX
symbols and Emacs commands, addresses of mathematical societies, and a list of papers that have won expository writing prizes.

This book is ideal for graduate students and teachers. Among its special features:
= Detailed and extensive nse of examples make it an excellent teaching tool.
= Discusses TeX and other software tools for preparing publications.
B Thorough treatment, with examples, of how to write slides (transparencies) for a mathematical talk.
® Comprehensive index and extensive bibliography make it an excellent reference.
B Readable for everyone in the mathematical sciences—from undergraduates to seasoned professionals.

Contents

Preface; Chapter 1: General Principles; Chapter 2: Writer’s Tools and Recommended Reading; Chapter 3: Mathematical Writing; Chapter 4: English Usage;
Chapter 5: When English is a Foreign Language; Chapter 6: Writing a Paper; Chapter 7: Revising a Draft; Chapter 8: Publishing a Paper; Chapter 9: Writing ¢
Talk; Chapter 10: Computer Aids for Writing and Research; Appendix A: The Greek Alphabet; Appendix B: Summary of TeX and LaTeX Symbols; Appendix C:
GNU Emacs—The Sixty+ Most Useful Commands,; Appendix D: Mathematical Organizations;
Appendix E: Winners of Prizes for Expository Writing; Glossary; Bibliography; Index.
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Developments in optimization theory, including emphasis on large
problems and on interior-point methods for linear programming,
have begun to appear in production software. Here is a reference
tool that includes discussions of these areas and names software
packages that incorporate the results of theoretical research. After
an infroduction fo the major problem areas in optimization and an
outline of the algorithms used to solve them, a data sheet is
presented for each of the 75 soffware packages and libraries in the
authors’ survey. These include information on how to use the
packages, what they can handle, and where 1o find them,

Standard optimization paradigms are addressed — linearr,
quadratic, and nonlinear programming; network optimization;
unconstrained and bound-constrained optimization; least-squares
problems; nonlinear equations; and integer programming. The most
practical algorithms for the magjor fields of numerical optimization
are outlined, and the soffware packages in which they are
implemented are described.

This format will aid the non-optimization specialist in deciding
what kind of optimization problem they need to solve, what
algorithms are appropriate, and how to obtain the soffware that
implements those algorithms.
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Preface; Part I: Overview of Algorithms; Chapter 1. Optimization Problems
and Software; Chapter 2. Unconstrained Optimization; Chapter 3, Nonlinear
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MATLAB; MINOS; MINPACK-1; MIPIIl; MODULOPT; NAG C library; NAG Fortran
Library; NETFLOW; NETSOLVE; NITSOL; NLPE; NLPQL; NLPQLB; NLSFIT; NLSSOL;
NLPSPR; NPSOL: OB1; ODRPACK; OPSYC; OptiA: OPTIMA Library; OPTPACK;
O8L; PC-PROG: PITCCN; PORT 3; PROC NLP; Q01SUBS; QAPP; QPOPT. SQP;
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