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Aufgabe 1

Definition: Eine Matrix A € R™*" heifit M -Matrix, falls
a) a; >0, i=1,...,n
b) a;; <0, 4,j=1,...,n, i#j
¢) A ist regulir mit A~' >0

gilt.

(1) Geben Sie ein Beispiel fiir eine M -Matrix an, die keine Diagonalmatrix darstellt.

(2) Zeigen Sie fiir eine M -Matrix A € R™":
a) Sei Az =b und Az’ =b', dann folgt aus b < b auch = < x'.
b) Fiir die zu A gehorige Iterationsmatrix des Jacobi-Verfahrens gilt

M; >0

und
p(My) < 1.

Bemerkungen:

Die Relationen A > 0 respektive & > 0 sind stets komponentenweise zu verstehen.
Nutzen Sie die Aussage, dal fir A > 0 stets zu A = p(A) ein Eigenvektor & > 0
gehort. (4 P)

Aufgabe 2
Es sei C[—a,a] versehen mit der Maximumnorm und A : C[—a,a] — C[—a,a] der
Operator, der jeder Funktion f € C[—a,a] die Funktion Af = g mit

git) = t+ | f(s)ds, —a<t<a
/

zuordnet. Fiir welches @ > 0 ist A kontrahierend? Was ist der Fixpunkt von A7 (4 P)



Aufgabe 3
Wir betrachten Matrizen A = (a;;); =1
und a;; = a fiir i # j.

n €ER™™ (n>2) mit ay =1,i=1,...,n

.....

a) Wie sieht die Iterationsmatrix des Jacobi-Verfahrens zu A aus? Berechnen Sie ihre
Eigenwerte und die Eigenwerte von A .

b) Fiir welche a konvergiert das Jacobi-Verfahren? Fiir welche a ist A positiv definit?
c) Gibt es positiv definite Matrizen A € R™" fiir die das Jacobi-Verfahren nicht

konvergiert?

(4 P)
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