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Abstract

Assume that we are given a sequence F of k homogeneous polynomials in n variables of degree
at most d and the ideal I generated by this sequence. The aim of this paper is to present a new
and effective method to determine, within the arithmetic complexity dO(n), whether F is regu-
lar. This algorithm has been implemented in Maple and its efficiency (compared to the classical
approaches for regular sequence test) is evaluated via a set of benchmark polynomials. Further-
more, we show that, if F is regular then we can transform I into Nœther position and at the same
time compute a reduced Gröbner basis for the transformed ideal within the arithmetic complexity
dO(n2). Finally, under the same assumption, we establish the new upper bound 2(dk/2)2n−k−1

for
the maximum degree of the elements of any reduced Gröbner basis of I in the case that n > k.
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Regular sequences, Hilbert series, Complexity analysis, Degree upper bounds.
2010 MSC: 13P10, 68W30

1. Introduction

The notion of Gröbner bases as well as the first algorithm for their construction were intro-
duced by Buchberger in 1965 in his Ph.D. thesis (Buchberger, 1965, 2006). In 1979, he improved
this algorithm by applying two criteria (known as Buchberger’s criteria) to remove some of the
superfluous reductions, (Buchberger, 1979). Later on, (Gebauer and Möller, 1988) described an
efficient algorithm to install these criteria on Buchberger’s algorithm. Since then, several im-
provements have been proposed to speed-up the computation of Gröbner bases. In particular, in
2002, Faugère described his famous F5 algorithm (Faugère, 2002) based on an incremental and
signature-based structure to compute Gröbner bases. Finally, (Gao et al., 2016) proposed the
so-called GVW algorithm; a new signature-based algorithm to compute simultaneously Gröbner
bases for an ideal and its syzygy module.
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Let P = K[x1, . . . , xn] be the polynomial ring over a infinite field K and F := f1, . . . , fk
a sequence of homogeneous polynomials of degree at most d. Furthermore, assume that I is
the ideal generated by F. Our main goal in this paper is to describe an effective method to test
whether F is regular. One of the interesting applications of Gröbner bases is to provide such
tests in different manners. For example, for every i, to determine if the coset of fi is a non-zero
divisor in P/⟨ f1, . . . , fi−1⟩, one can compute the reduced Gröbner basis (with respect to a fix term
ordering) for the quotient ideal ⟨ f1, . . . , fi−1⟩ : fi and check if it is equal to that of ⟨ f1, . . . , fi−1⟩.
As an alternative approach, from the Gröbner basis of I, one can derive Krull dimension of
the ideal (using the Hilbert polynomial or the Hilbert series of the ideal) and this dimension
simply determines whether F is regular. Finally, (Faugère, 2002) proved that F forms a regular
sequence if running the F5 algorithm on F produces no reduction to zero. However, we shall
note that in all these approaches one needs to compute at least a (full) Gröbner basis for I. On
the other hand, by an example due to (Mayr and Meyer, 1982) we know that, in the worst-case,
the complexity of Gröbner bases computation is doubly exponential in the number of variables.
Thus, the complexity of testing whether F is regular remains doubly exponential in the number
of variables.

In this paper, we give a new approach to test, within the arithmetic complexity1 dO(n), if F
is regular or not. We have implemented this algorithm in Maple and its efficiency is compared
with the F5 algorithm via a set of benchmark polynomials. Furthermore, as an application of
this study, we show that, within the complexity dO(n2), we are able to transform an ideal I into
Nœther position (we show that for a general sequence F, this complexity becomes (kdn)O(n)). As
a byproduct, in the case that F is a regular sequence, a reduced Gröbner basis for the transformed
ideal is also returned. Finally, we investigate degree upper bounds for the reduced Gröbner basis
of an ideal generated by a regular sequence. Dubé (1990) by applying a constructive combi-
natorial argument proved the degree bound 2(d2/2 + d)2n−2

for every reduced Gröbner basis of
I. Mayr and Ritscher (2013) improved this bound to the dimension-dependent upper bound
2(1/2(dn−D + d))2D−1

where D stands for the Krull dimension of I, see also (Hashemi and Seiler,
2017). We show that, in the case that F is a regular sequence and n > k, the upper bound
2(dk/2)2n−k−1

holds true for the maximum degree of the elements of any reduced Gröbner basis of
I (whenever n = k then the bound nd − n + 1 is valid). This shows that in the special case when
F is a regular sequence, the second term in the Mayr-Ritscher bound can be dropped.

The structure of the paper is as follows. Section 2 reviews the basic notations and terminolo-
gies used throughout the paper. In Section 3, we study the maximum degree of the elements in
the (reduced) Gröbner basis of an ideal generated by a regular sequence in generic position. Sec-
tion 4 is devoted to present the underlying details of the F5 algorithm (Faugère, 2002) to compute
Gröbner bases. For the sake of simplicity, we review the matrix variant of this algorithm from
(Bardet et al., 2015). This algorithm is applied in Section 5 to provide an effective method to test
whether a given sequence of homogeneous polynomials is regular. We show also that with the
complexity dO(n2) we are able to transform an ideal generated by a regular sequence to Nœther
position and construct a reduced Gröbner basis for the new ideal. In Section 6, we give a new
degree upper bound for the Gröbner basis of an ideal generated by a regular sequence. The last
section contains a conclusion along with a discussion of possible future research.

1In this paper, from the arithmetic complexity we mean the total number of all involved elementary operations such
as comparison, addition and multiplication over the base field. Moreover, we assume that the cost of a single operation
is one.
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2. Preliminaries

Throughout this article, we use the following notations. Let K be an infinite field and P =
K[x1, . . . , xn] the polynomial ring over K . We consider a sequence F = f1, . . . , fk of non-zero
homogeneous polynomials in P and the ideal I = ⟨ f1, . . . , fk⟩ generated by this sequence. We
assume that fi has the total degree di and that the numbering is such that d1 ≥ d2 ≥ · · · ≥ dk > 0.
We also set d = d1. Furthermore, we denote by R the factor ring P/I and by D := dim(I) its
Krull dimension. Any element of this ring is given by [ f ] := f + I where f ∈ P. For us, a term
is a power product xα := xα1

1 · · · x
αn
n of the variables x1, . . . , xn where α = (α1, . . . , αn). We use

throughout the paper the degree reverse lexicographic (drl) term ordering with xn ≺ · · · ≺ x1.
We write xα ≺drl xβ when we have either deg(xα) < deg(xβ) or they share the same degree and
the right-most non-zero element of β − α is negative. The leading term of a polynomial f ∈ P,
denoted by LT( f ), is the greatest term (with respect to ≺) appearing in f . The coefficient of
LT( f ) in f is called the leading coefficient of f and is denoted by LC( f ). The product LM( f ) :=
LC( f ).LT( f ) is the leading monomial of f . The leading term ideal of I is defined as LT(I) =
⟨LT( f ) | 0 , f ∈ I⟩. For the finite set G ⊂ P, LT(G) denotes the set {LT(g) | g ∈ G}. A finite
subset G ⊂ I is called a Gröbner basis for I with respect to ≺, if LT(I) = ⟨LT(G)⟩. We refer
to (Cox et al., 2007; Becker and Weispfenning, 1993) for more details on the theory of Gröbner
bases.

Given a graded P-module A and a positive integer s, we denote by As the set of all ho-
mogeneous elements of A of degree s. Recall that the Hilbert function of I is defined by
HFI(s) := dimK (Rs); the dimension of Rs as a K-linear space. From a certain degree on,
HFI(s) is equal to a (unique) polynomial in s, called the Hilbert polynomial of I, and denoted
by HPI. The Hilbert regularity of I is hilb(I) := min{m | ∀s ≥ m, HFI(s) = HPI(s)}.

The Hilbert series of I is the power series HSI(t) :=
∑∞

s=0 HFI(s)ts. From Hilbert–Serre
theorem, it is known that this series can be written of the form p(t)/(1 − t)D where p(t) is a
univariate polynomial with p(1) , 0 and D = dim(I), see (Fröberg, 1997, Theorem 7, page 130)
and (Kemper, 2011, Chapter 11).

Proposition 1. With these notations, hilb(I) = max{0, deg(p) − D + 1}.

We refer to (Bruns and Herzog, 1993, Proposition 4.1.12) for the proof of this result and to
(Cox et al., 2007) for more details on this topic. From Macaulay’s theorem, it is known that the
Hilbert function of I is the same as that of LT(I) and this allows us to derive an effective method
to compute the Hilbert series of I using Gröbner bases, see (Bigatti et al., 1993) and (Greuel and
Pfister, 2007, Algorithm 5.2.4). Let us now deal with regular sequences.

Definition 2. The sequence F is called regular if for any i = 2, . . . , k, [ fi] is a non-zero divisor
in P/⟨ f1, . . . , fi−1⟩.

Because of the natural grading of P, we do not need the additional assumption ⟨F⟩ , P
usually made in the definition of a regular sequence over arbitrary rings. An ideal generated by a
regular sequence is called a complete intersection. Let us continue with the definition of Cohen-
Macaulay rings. The depth of I, denoted by depth(I), is the length of any maximal regular
sequence in R, see (Eisenbud, 1995, page 425). Furthermore, as in was shown in (Seiler, 2010,
Proposition 5.2.7), under the assumption that K is infinite, depth(I) is equal to the maximal
integer λ such that there exists a regular sequence of linear (homogeneous) forms [y1], . . . , [yλ]
in R. For example, for I = ⟨x2

1, x1x2⟩ ⊂ P = K[x1, x2] every linear form ax1 + bx2 for a, b ∈ K
is zero divisor in R and therefore depth(I) = 0.
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Definition 3. The ring R is called Cohen-Macaulay if dim(I) = depth(I).

For example, one sees readily that the quotient ring K[x1, x2]/⟨x2
2⟩ is Cohen-Macaulay,

whereas K[x1, x2]/⟨x2
1, x1x2⟩ is not Cohen-Macaulay. A proper ideal is said to be unmixed if its

dimension is equal to the dimension of every associated prime of the ideal (in some references
like (Greuel and Pfister, 2007, Definition 4.1.1), this property is referred to as equidimensional
ideal). For example, the ideal ⟨x2

1, x1x2⟩ = ⟨x1⟩ ∩ ⟨x2
1, x2⟩ is not unmixed.

The next theorem, which gives different characterizations for being a regular sequence, is
useful throughout the paper. The assertions of this theorem are mostly well-known, however for
the convenience of the reader, the proofs are given. To state this theorem, we need one additional
definition. For a sequence F = ( f1, . . . , fk) ∈ Pk of homogeneous polynomials, the (first) module
of syzygies of F is defined to be

Syz(F) = Syz( f1, . . . , fk) =

(g1, . . . , gk) ∈ Pk |

k∑
i=1

gi fi = 0

 .
If {e1, . . . , ek} is the standard basis of Pk, then for each i , j, the syzygy element − f jei + fie j ∈

Syz(F) is called the principal syzygy corresponding to fi and f j and is denoted by πi, j. Further-
more, PSyz(F) stands for the P-module generated by all πi, j’s.

Theorem 4. With the above notations, let I = ⟨F⟩. The following statements hold true.

(1) F being regular is equivalent to the condition that fi does not belong to any associated
prime of ⟨ f1, . . . , fi−1⟩.

(2) F is a regular sequence iff HSI(t) =
∏k

i=1(1 − tdi )/(1 − tn).

(3) F is a regular sequence iff dim(I) = n − k.

(4) Any permutation of a regular sequence is a regular sequence as well.

(5) Any regular sequence remains regular after performing an invertible linear change of vari-
ables.

(6) If F is a regular sequence then I is unmixed and in turn R is Cohen-Macaulay.

(7) F is a regular sequence iff we have Syz(F) = PSyz(F).

Proof. (1) follows from (Greuel and Pfister, 2007, Exercise 4.1.13). For the proof of the sec-
ond item, we refer to (Kreuzer and Robbiano, 2005, Corollary 5.2.17), see also (Fröberg, 1997,
Exercise 7, page 137) and (Lejeune-Jalabert, 1984).

To prove the third item, assume that F is a regular sequence. Then, by (2), the Hilbert
series of I can be written as p(t)/(1 − t)n−k where p is a univariate polynomial with p(1) , 0
and this implies that dim(I) = n − k. Conversely, let

∑ℓ
i=1 pi fi = 0 for some ℓ = 2, . . . , k

be a relation between the fi’s where each pi is a homogeneous polynomial. We shall prove
that pℓ ∈ ⟨ f1, . . . , fℓ−1⟩. Let M be the unique maximal homogeneous ideal of P and PM the
localization of P at M (for more details see e.g. (Matsumura, 1986)). Since IPM is an ideal
generated by k elements and of dimension n − k then f1, . . . , fk is a regular sequence in Pm by
(Matsumura, 1986, Theorem 17.4). Thus there exist β, α1, . . . , αℓ−1 ∈ P and β < M (which are
not necessarily homogeneous) such that βpℓ =

∑ℓ−1
i=1 αi fi. Let α′i be the homogeneous part of αi
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of degree deg(pℓ) − deg( fi) and β′ ∈ K \ {0} be the homogeneous part of degree 0 of β. Then we
have pℓ =

∑ℓ−1
i=1 α

′
i/β
′ fi which implies that pℓ ∈ ⟨ f1, . . . , fℓ−1⟩.

Item (4) is a consequence of (2). To show (5), let F be a regular sequence. We recall that any
invertible linear change of variables is aK-linear automorphism of P which preserves the degree
of a polynomial. Thus, the dimension over K of Is for each s as a K-vector space remains
invariant and in turn the Hilbert function and the Hilbert series of I do not change. The assertion
now results from (2).

Let us deal with the item (6). Since F is a regular sequence then by (2) we have dim(I) =
n − k. Thus, by the unmixedness theorem proved in (Macaulay, 1916) (see also (Bruns and
Herzog, 1993, Theorem 2.1.6)) we know that I is unmixed. Thus, from Nœther’s Normalization
Lemma (Heintz, 1983, Lemma 1) it follows that R is Cohen-Macaulay.

To prove the last item, suppose that F is a regular. We prove the assertion by induction on
k. For k = 2, assume that (s1, s2) ∈ Syz( f1, f2). Then, s1 f1 = −s2 f2. Using the fact that f1, f2
is regular, s2 ∈ ⟨ f1⟩ and we can write it as s2 = g1 f1. So, s1 f1 = −g1 f1 f2 and in consequence
s1 = −g1 f2. It follows that (s1, s2) = g1.(− f2, f1) and this shows the basis step. To prove
the inductive step, suppose that the assertion holds true for all m < k and we want to prove
it for k. Let (s1, . . . , sk) ∈ Syz( f1, . . . , fk). Thus, we have sk fk = −

∑k−1
i=1 si fi ∈ ⟨ f1, . . . , fk−1⟩.

From hypothesis, f1, . . . , fk is a regular sequence and so sk ∈ ⟨ f1, . . . , fk−1⟩. Therefore, there are
g1, . . . , gk−1 ∈ P such that sk =

∑k−1
i=1 gi fi. In this situation, we can write

k−1∑
i=1

si fi + sk fk =
k−1∑
i=1

si fi +
k−1∑
i=1

gi fi fk = 0,

which implies that s′ := (g1 fk + s1, . . . , gk−1 fk + sk−1) ∈ Syz( f1, . . . , fk−1). However, from induc-
tion hypothesis, we know that s′ ∈ PSyz( f1, . . . , fk−1). Let s′′ := (g1 fk+ s1, . . . , gk−1 fk+ sk−1, 0)+
g1π1,k+ · · ·+gk−1πk−1,k. It is easy to observe that s = s′′ and s′′ ∈ PSyz( f1, . . . , fk) and this proves
that Syz( f1, . . . , fk) = PSyz( f1, . . . , fk).

Conversely, suppose that Syz(F) = PSyz(F). We prove by induction on k that f1, . . . , fk is
a regular sequence. Suppose that Syz( f1, f2) = PSyz( f1, f2), and for some h2 ∈ P, h2 f2 ∈ ⟨ f1⟩.
Thus, there exists h1 ∈ P such that h1 f1 = h2 f2 and so (h1,−h2) ∈ PSyz( f1, f2) = ⟨π1,2⟩. This
yields that for a polynomial h3 ∈ P, (h1,−h2) = h3(− f1, f2) which in particular proves that
h1 = −h3 f1 ∈ ⟨ f1⟩ and so f1, f2 forms a regular sequence. Now, suppose that the assertion holds
true for f1, . . . , fi for each i > 1 and we prove it for f1, . . . , fi+1. Let for some h j’s in P, we have
hi+1 fi+1 =

∑i
j=1 h j f j ∈ ⟨ f1, . . . , fi⟩. This implies that

s := (h1, . . . , hi,−hi+1) ∈ Syz( f1, . . . , fi+1) = PSyz( f1, . . . , fi+1).

Therefore, s =
∑i
ℓ=1
∑i+1

m=ℓ+1 pℓ,mπℓ,m, is a representation in terms of principal syzygies for s
where pℓ,m ∈ P for all ℓ,m. Henceforth, the last component of s is equal to

hi+1 = −

i∑
j=1

p j,i+1 f j ∈ ⟨ f1, . . . , fi⟩,

and this finishes the proof.

3. Regular sequences in generic position

Some parts of the materials presented in this section have been already published in (Hashemi
and Seiler, 2020, Section 3), however, for the sake of completeness, we report them here again.
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These results are taken from the French course notes (Lejeune-Jalabert, 1984), where Lejeune-
Jalabert studied the maximum degree of the elements in the reduced Gröbner basis of a zero-
dimensional ideal. In particular, in this section, we are concerned with the maximum degree of a
complete intersection ideal in generic position. For this, let us give some further definitions and
notations by keeping the notations of the previous section. The maximum degree of the elements
of the reduced Gröbner basis of an ideal I with respect to ≺ is denoted by deg(I,≺).

The notion of genericity that we consider in this section is Nœther position. A homogeneous
ideal I ⊂ P is in Nœther position if the ring extension K[xn−D+1, . . . , xn] ↪→ R is integral, i.e.
[xi] for any i = 1, . . . , n − D is a root of a polynomial Xs + [g1]Xs−1 + · · · + [gs] = [0] where s is
an integer and g1, . . . , gs ∈ K[xn−D+1, . . . , xn], see e.g. (Eisenbud, 1995; Bermejo and Gimenez,
2001) for more details. As a simple example, one sees that the ideal ⟨x2

2 − x1⟩ ⊂ K[x1, x2] is in
Nœther position which is not the case for the ideal ⟨x1x2⟩ ⊂ K[x1, x2].

Lemma 5. Suppose that f1, . . . , fk is a regular sequence and I is in Nœther position. Then,
f1, . . . , fk, xk+1, . . . , xn forms a regular sequence.

Proof. Since I is in Nœther position then, from (Bermejo and Gimenez, 2001, Lemma 4.1), it
follows that dim(I + ⟨xk+1, . . . , xn⟩) = 0. Thus the assertion follows from Theorem 4.

Proposition 6. If f1, . . . , fk is a regular sequence then hilb(I) = max{0, d1 + · · · + dk − n + 1}.

Proof. This equality was proved in (Lejeune-Jalabert, 1984, Remarque 3.2.2, page 104), how-
ever, we give here a simpler proof for it. By the second item of Theorem 4, we know that

HSI(t) =
k∏

i=1

(1 − tdi )/(1 − t)n = (1 + · · · + td1−1) · · · (1 + · · · + tdk−1)/(1 − t)n−k

and the claim follows by using Proposition 1.

Now, we state the main result of this section. Compared to the notes of Lejeune-Jalabert, we
provide here a novel proof based on Gröbner bases.

Theorem 7. (Lejeune-Jalabert, 1984, Corollary 3.5, page 107) Suppose that f1, . . . , fk is a reg-
ular sequence and I is in Nœther position. Then deg(I,≺) ≤ d1 + · · · + dk − k + 1.

Proof. From Lemma 5, we know that f1, . . . , fk, xk+1, . . . , xn is a regular sequence. Let J be the
ideal generated by this sequence. By the proof of Proposition 6, we have hilb(J) = d1 + · · · +

dk − k + 1. On the other hand, from Theorem 4, it follows that J is a zero-dimensional ideal and
in turn hilb(J) is the maximum degree of the elements of the Gröbner basis of J . We show that
the maximum degree of the elements of the reduced Gröbner basis G of I is equal to that of J .
For this, we claim that for each g ∈ G, the leading term of g does not contain any of the variables
xk+1, . . . , xn.

We argue by reductio ad absurdum. Suppose, by contradiction, that there exists g ∈ G so
that xs | LT(g) and k < s ≤ n. Since I is a homogeneous and G is a reduced Gröbner basis
then G contains only homogeneous polynomials. Without loss of generality, we may assume
that xs is the smallest variable with respect to ≺ so that xs | LT(g). From definition of ≺, we
can write g as xsA + B where A ∈ K[x1, . . . , xs] \ ⟨xs+1, . . . , xn⟩ and B ∈ ⟨xs+1, . . . , xn⟩ ⊂ P.
It follows that xsA ∈ I + ⟨xs+1, . . . , xn⟩, and in consequence A ∈ I + ⟨xs+1, . . . , xn⟩ because
from Lemma 5, xk+1, . . . , xn is a regular sequence in the ring P/(I + ⟨xs+1, . . . , xn⟩) and from
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Theorem 4, any permutation of this sequence remains regular. Therefore we can deduce that
there exists C ∈ ⟨xs+1, . . . , xn⟩ so that A + C ∈ I. It follows that there exists g′ ∈ G with
LT(g′) | LT(A) = LT(A +C) which contradicts the minimality of G; ending the proof.

Corollary 8. If f1, . . . , fn is a regular sequence then deg(I,≺) ≤ d1 + · · · + dn − n + 1.

Remark 9. In the rest of the paper, we refer to d1 + · · · + dk − k + 1 as the Macaulay bound and
denote it throughout by M.

4. The F5 algorithm

In this section, we review the theory behind the F5 algorithm to compute Gröbner bases, as
the pioneer work to design an incremental and signature-based algorithm for the calculation of
Gröbner bases, see (Faugère, 2002; Eder and Faugère, 2017) for more details. For the sake of
simplicity, Bardet et al. (2015) presented the matrix-F5 algorithm; a variant of this algorithm
using matrix structure to compute truncated Gröbner bases. Since in the rest of this paper, we
are mainly interested in computing such bases using the F5 structure, we will review the general
idea of the matrix-F5 algorithm from (Bardet et al., 2015).

Below, we recall first some essential notions and definitions that we require in this section.
Following the notations of the previous section and given an integer L, the matrix-F5 algorithm
runs degree-by-degree up to degree L. Thus, the output of this algorithm is indeed an L-truncated
Gröbner basis:

Definition 10. Let L be a positive integer. The finite set G ⊂ I is called an L-truncated Gröbner
basis for I if every term of degree ≤ L in LT(I) belongs to LT(G).

Moreover, to be able to use the F5 criterion, the matrix-F5 algorithm benefits from an in-
cremental structure, i.e. at each degree ℓ, it computes ℓ-truncated Gröbner bases for the ideals
⟨ f1⟩, ⟨ f1, f2⟩, . . . , ⟨ f1, . . . , fk⟩, successively. Indeed at each step, the Gröbner basis of the previous
step is used to remove useless reductions. It is worth noting that due to the conditions that we
have forced on the di’s (which is used in the next section) and for a better performance of the F5
algorithm, it is better to apply this algorithm on the sequence fk, . . . , f1. However, for simplicity,
we keep the fixed order of the fi’s. An interesting idea proposed by Lazard (1983) to compute
truncated Gröbner bases is the use of linear algebra techniques on Macaulay matrices. The ori-
gin of these kind of matrices is traced back to the works of Macaulay (1903). The Macaulay
matrix associated to the ideal ⟨ f1, . . . , fi⟩ at the given degree ℓ, denoted byMℓ,i, has its columns
indexed by all terms of degree ℓ sorted decreasingly according to ≺. Moreover, for each j ≤ i
and each term m of degree ℓ−d j, if any, we add one row whose entries are the coefficients of m f j

written in the appropriate columns. Indeed, this matrix is associated to the K-linear map which
sends (h1, . . . , hi) to f := h1 f1 + · · ·+ hi fi where f is a homogeneous polynomial of degree ℓ and
for each j, if h j is non-zero, it is a homogeneous polynomial of degree ℓ − d j. To apply the F5
structure, we need to label each row with a signature of the form (ur, jr) where ur is a term and
jr ∈ {1, . . . , i}. The general form of this version of the Macaulay matrix is written as follows:

Mℓ,i =



m1 m2 . . . ms

(u1, j1) a11 a12 . . . a1s

(u2, j2) a21 a22 . . . a2s
...

...
...
. . .

...
(ut, jt) at1 at2 . . . ats

.
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Signatures are used to order the polynomials (to control the division of polynomials) in order to
apply the F5 criterion. To order the signatures, we write (ur, jr) < (ue, je) whenever jr < je or
jr = je and ur ≺ ue. The signature (ur, jr) associated to the r-th row shows that the corresponding
polynomial ar1m1 + · · · + arsms is presented as the sum of ur f jr with some smaller polynomials.
Once the Macaulay matrix is produced, we perform valid Gaussian elimination operations on
Mℓ,i to reduce the rows by respecting the signatures. More clearly, given two rows Rr and Rs

with signatures (ur, jr) and (ue, je) respectively and given λ ∈ K , the row Rr can be substituted
by Rr + λRt only if (ue, je) is smaller than (ur, jr). Let M̃ℓ,i denote the result of performing
valid Gaussian elimination operations onMℓ,i. The efficiency of the matrix-F5 algorithm comes
from applying the well-known F5 criterion to detect the reductions to zero (Bardet et al., 2015,
Proposition 8). Due to this criterion, in the construction ofMℓ,i if we find a row whose signature
is of the form (m, i) and m is divisible by the leading term of an already computed row with the
signature (m′, j) so that j < i then that row is superfluous.

Theorem 11 (F5 criterion). Keeping the above notations, any row in Mℓ,i with the signature
(m, i) such that m is the leading monomial of a polynomial constructed in M̃ℓ−di,i−1 linearly
depends on the other rows ofMℓ,i and in turn can be removed.

Assume that we have already computed M̃ℓ,i for any ℓ < L and any i < k. Then, to construct
an L-truncated Gröbner basis for I, we first produceMℓ,i+1. In this process, if the F5 criterion
is applicable then we use it to remove useless rows. Once we compute M̃ℓ,1, . . . , M̃ℓ,k then we
go for the next degree and continue to reach an L-truncated Gröbner basis for I. Finally, it is
worth noting that for an enough large value of L, an L-truncated Gröbner basis for I remains
a Gröbner basis for the ideal. However, if we do not know in advance this value of L, then
using Buchberger’s first criterion, we must continue to find a value for L such that applying the
matrix-F5 algorithm on ⟨ f1, . . . , fk⟩ from degree L up to 2L does not give rise to any new leading
terms.

5. An effective regular sequence test

In this section, we apply the matrix-F5 algorithm to detect whether a given sequence of
homogeneous polynomials is regular. Moreover, we study the complexity of transforming an
ideal (resp. generated by a regular sequence) to Nœther position (resp. and computing a reduced
Gröbner basis for the new ideal). To do so, we first investigate some properties of the matrix-F5
algorithm whenever the input polynomials form a regular sequence. The following key lemma
was already given in (Faugère, 2002) (see also (Bardet et al., 2015, Theorem 9)), but without a
complete proof which we provide here for the convenience of the reader.

Lemma 12. Let L = deg(I,≺). No reduction to zero will occur during the execution the matrix-
F5 algorithm to compute a(n L-truncated) Gröbner basis for I iff f1, . . . , fk is a regular sequence.

Proof. By reductio ad absurdum, assume that
∑ j

i=1 hi fi = 0 is a reduction to zero with the sig-
nature (LT(h j), j) occurred in the course of the algorithm to compute a Gröbner basis at the j-th
step. Thus, from assumption we have h j =

∑ j−1
ℓ=1 pℓ fℓ ∈ ⟨ f1, . . . , f j−1⟩ for pℓ ∈ P. Consequently,

LT(h j) is divisible by the leading term of some polynomial in a Gröbner basis of j − 1-th step.
Thus, it would be detected by the F5 criterion (see Theorem 11), leading to a contradiction.
Hence, no reduction to zero will be appeared during the execution of the matrix-F5 algorithm.
For an alternative proof, see (Bardet et al., 2015, Theorem 9).
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To prove the converse result, let f1, . . . , fk be the input of the matrix-F5 algorithm and no
reduction to zero occurs during the execution of this algorithm. We show that this sequence is
regular. Suppose that h fi ∈ ⟨ f1, . . . , fi−1⟩ where h ∈ P and Grobi−1 = {g1, . . . , gℓ} is a Gröbner
basis of ⟨ f1, . . . , fi−1⟩. Furthermore, assume that h is not reducible by Grobi−1 and h has the
minimal leading term w.r.t ≺ among all the polynomials having these properties. In this situation,
there exist h1, . . . , hℓ such that h fi −

∑i−1
j=1 h jg j = 0. However, this expression exhibits a linear

dependency in the matrix Mℓ,i where ℓ = deg(h fi) and this leads to a reduction to zero in the
i-the step. This contradiction ends the proof.

Example 13. In this example, we show that the method presented in Lemma 12 is not in general
effective to test whether a given sequence of polynomials is regular. For example, let us consider
the ideal I = ⟨x2

1x4 − 11x2
5x4 + 10x2

2x4 + 10x2
3x4 + 10x3

5, 10x2
1x3 − 11x2

5x3 + 10x2
2x3 + 10x3x2

4 +

10x3
5, 10x1x20

2 −11x20
5 x1+10x18

5 x1x2
3+10x18

5 x1x2
4+10x21

5 , 10x2
1x2−11x2

5x2+10x2x2
3+10x2x2

4+10x3
5⟩

and the drl ordering with x5 ≺ x4 ≺ x3 ≺ x2 ≺ x1. Then, the matrix-F5 algorithm needs
to continue up to degree 39 to compute a Gröbner basis for this ideal and to be sure that the
generating set of I is a regular sequence. Below, we will show that we can check this property
in a lower degree.

The next corollary is helpful in the proof of the main result of this section.

Corollary 14. Assume that we are applying the matrix F5 algorithm to compute a Gröbner
basis for I = ⟨ f1, . . . , fk⟩. Then, at the i−th step of this computation, a reduction to zero at
degree ℓ happens iff there exists a polynomial h < ⟨ f1, . . . , fi−1⟩ of degree ℓ − di such that h fi ∈
⟨ f1, . . . , fi−1⟩.

Proof. The proof is a straightforward consequence of the proof of Lemma 12.

Let us state the main result of this paper.

Theorem 15. Let consider the sequence F = f1, . . . , fk with di = deg( fi) for each i and d :=
d1 ≥ · · · ≥ dk. Then, F is regular iff there exists no reduction to zero up to the degree M :=
d1 + · · · + dk − k + 1 during the execution of the matrix-F5 algorithm to compute an M-truncated
Gröbner basis for I. Moreover, if d ≥ 2, the arithmetic complexity of this test is dO(n)

Proof. From Nœther normalization lemma (Kemper, 2011, Remark 8.20) and using the fact that
K is infinite, there exists a linear and invertible transformation φ such that φ(I) is in Nœther
position. Note that φ transforms a homogeneous polynomial into a homogeneous polynomial
of the same degree. Furthermore, from Theorem 4, it follows that F is regular iff φ(F) :=
φ( f1), . . . , φ( fk) is a regular sequence. Finally, from Theorem 7, we know that deg(φ(I),≺) ≤ M.

Suppose that F is not a regular sequence. So φ(F) is not regular too. Now, using the latter
inequality, assume that we compute a full Gröbner basis or equivalently an M-truncated Gröbner
basis of φ(I) by applying the matrix-F5 algorithm. According to Lemma 12 and Corollary 14,
there exist an index i and ℓ ≤ M so that a zero reduction corresponding to the relation h1φ( f1) +
· · · + hiφ( fi) = 0 occurs where hi < ⟨φ( f1), . . . , φ( fi−1)⟩ and deg(hi fi) = ℓ. However, applying
φ−1 on these relations results that φ−1(h1) f1 + · · · + φ−1(hi) fi = 0 and φ−1(hi) < ⟨ f1, . . . , fi−1⟩.
Therefore, from Corollary 14 it yields that a reduction to zero at degree ℓ appears during the
execution of the matrix-F5 algorithm on f1, . . . , fk. Since all used implications hold true in both
directions, the converse holds true as well.

To prove the complexity bound, applying the first result, we shall need to construct an M-
truncated Gröbner basis of I by using the matrix-F5 algorithm. For this, we need to construct
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Mℓ,i for each ℓ ≤ M and i = 2, . . . , k. Let us discuss the size ofMM,k which has the biggest size
among all the constructed matrices. This matrix has

∑k
i=1

(
n+M−di−1

n−1

)
rows and

(
n+M−1

n−1

)
columns.

From (Hashemi and Lazard, 2011, Lemma 3.2), we know that
(

n+M−1
n−1

)
≤ (ed)n−1 where e =

2.71828 · · · is the usual Euler number. If k > n then, F is not regular. Thus, we will assume that
k ≤ n. It is easily seen that the number of rows is at most n(ed)n−1. On the other hand, from d ≥ 2
we have n < dn. All these arguments along with the fact that the cost of performing Gaussian
elimination on an N × N matrix is Nω with ω < 2.3728639 (see (Alman and Williams, 2021; Le
Gall, 2014)) proves the assertion.

As a consequence of the proof of this theorem, we show that, we are able to transform a
complete intersection ideal into Nœther position and at the same time compute a reduced Gröbner
basis for the new ideal with the arithmetic complexity dO(n2).

Proposition 16. Let us consider the regular sequence F = f1, . . . , fk with di = deg( fi) for each
i and 2 ≤ d := d1 ≥ · · · ≥ dk. Then, transforming the ideal I into Nœther position as well as
constructing the reduced Gröbner basis with respect to ≺ for the new ideal can be performed in
dO(n2).

Proof. This proof follows essentially the same steps as the proof of (Giusti, 1988, Theorem
5.6.3) which goes back to Lazard (Lazard, 1977, Algorithm 7.2). For this purpose, for a fixed
integer 1 ≤ i ≤ n, consider the (parametric) linear change φi of variables which sends x j for each
j > i to x j + ai jxi. Thus, we obtain polynomials φi(Fi) := φi( f1), . . . , φi( fi) and in turn the ideal
φi(Ii) ⊂ K[ai(i+1), . . . , ain][x1, . . . , xn] generated by these homogeneous polynomials. As already
mentioned, Nœther normalisation lemma (Kemper, 2011, Theorem 8.19) shows that there exists
ai j’s in K such that φi(Ii) is in Nœther position. Our aim is to determine, for each i, the values
for the ai j’s such that φi(Ii) is in Nœther position and simultaneously to find the reduced Gröbner
basis for φi(Ii).

For i = 1, consider the map φ1 by sending x j for each j > 1 to x j + a1 jx1. Then, φ1( f1)
is a polynomial with the leading term xd1

1 whose coefficient is a polynomial in K[a12, . . . , a1n]
of degree d1. From (Giusti, 1988, Proposition 5.3.5), it follows that given a polynomial f in n
variables of degree δ, one needs to perform δO(n) operations to get a point (a1, . . . , an) ∈ Kn such
that f (a1, . . . , an) , 0. This shows that the number of operations to find a12, . . . , a1n such that
φ1(I1) is in Nœther position is dO(n) ≤ dO(n2) (note that this complexity includes also the cost of
all intermediate operations such as the distribution of polynomials).

Now, without loss of generality, assume that the ideal Ii−1 = ⟨ f1, . . . , fi−1⟩ is in Nœther
position. Let φi be the linear transformation which maps x j for each j > i to x j + ai jxi. Let us
consider the classical Macaulay matrix2 Maci of degree Mi := d1 + · · · + di − i + 1 by using
φi( f1), . . . , φi( fi). The entries of this matrix lie in the ring K[ai(i+1), . . . , ain] and the degree of
each entry in terms of these parameters is at most Mi. Performing elementary row operations on
Maci over this ring transforms it to row echelon form. Let us refer to this new matrix as ˜Maci.
Since Maci is of size dO(n)×dO(n) (see the proof of Theorem 15), then it is not hard to see that each
entry of ˜Maci is a quotient of polynomials which have degree at most dO(n). Hence, the number
of field operations to find the point (ai(i+1), . . . , ain) such that the values of all pivots of ˜Maci at
this point are all non-zero is dO(n2). By replacing the values of the ai j’s in φi, we get the map φi,
which transforms Ii into Nœther position. By Theorem 7, we know that deg(φi(Ii),≺) ≤ Mi.

2From this we mean, we do not use the signature structure and in addition we do not remove any rows.
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Therefore, replacing the values of the ai j’s in ˜Maci gives the reduced Gröbner basis for φi(Ii)
with respect to ≺. These arguments show that the whole number of field operations to transform
Ii into Nœther position is dO(n2). Since, k ≤ n and n ≤ dn the claim is finally established.

Below, we show that a similar complexity holds in the case that F is not regular. For this
purpose, we need a classical result in commutative algebra which states that if F is not a regular
sequence then by a combination of the fi’s, we may assume that F contains the longest possible
regular sequence inside the ideal I.

Lemma 17. ((Lejeune-Jalabert, 1984, Prop. 4.1, page 108)) There exist homogeneous polyno-
mials g1, . . . , gn−D ∈ P such that the following conditions hold:

(1) deg(gi) = di for each i,

(2) gi ≡ λi fi mod ⟨ fi+1, . . . , fk⟩ for some 0 , λi ∈ K for i = 1, . . . , n − D,

(3) g1, . . . , gn−D is regular sequence in P.

Theorem 18. Keeping the notations of Proposition 16, assume that F is not necessarily regular.
Then, transforming the ideal I into Nœther position has the complexity of (kdn)O(n).

Proof. Using Lemma 17, assume that g1, . . . , gn−D is a regular sequence inside the ideal I. It
is clear to see that the K-linear space generated by homogeneous polynomials of degree M in
⟨g1, . . . , gn−D⟩ is a subset of the space generated by polynomials of degree M generated by F. On
the other hand, if the map φ transforms ⟨g1, . . . , gn−D⟩ into Nœther position then it transforms I
into this position as well. From the proof of Proposition 16, we conclude that working on the
K-linear space generated by F at degree M produces the desired map to transform I into Nœther
position. For this purpose, it is equivalent to consider the classical Macaulay matrix of F at this
degree. Below, we need the number of rows and columns of this matrix which are (kdn)O(1) and
dO(n), respectively.

Let φ1 be the linear transformation which sends x j for each j > 1 to x j + a1 jx1. Let
Mac1 be the Macaulay matrix at degree M of φ1( f1), . . . , φ1( fk). The entries of Mac1 lies in
K[a12, . . . , a1n] and have degree at most M. From the proofs of Theorem 15 and Proposition
16, we conclude that the size of this matrix is k(ed)n−1 × (ed)n−1 which can be interpreted as
(kdn)O(1) × dO(n). By means of a finite sequence of elementary row operations, let us transform
Mac1 in row echelon form and ˜Mac1 be the new matrix. Note that we do not need to complete
this process and it suffices to find a new matrix such that there exists a row whose pivot is a
pure power of x1. The entries of ˜Mac1 have degree at most (kdn)O(1). It follows that the num-
ber of field operations to find the point (a12, . . . , a1n) such that the value of the desired pivot of

˜Mac1 at this point is non-zero is (kdn)O(n) (this complexity includes the cost of performing the
elementary row operations). Therefore, within this complexity, we are able to find the map φ1
such that a pure power of x1 appears in φ1(I). By repeating this process for i = 2, . . . , n − D
(note that in the i-th step, we perform the map φi on φi−1 ◦ · · · ◦ φ1(F) we get the complexity
(n−D)(kdn)O(n) = (kdn)O(n). This yields the map φn−D ◦ · · · ◦ φ1 which transforms I into Nœther
position.

Remark 19. We shall note that the complexity (nkd)O(n2) = (kd)O(n2) has been proved in (Giusti,
1988, Theorem 5.6.3). We think that our proof of Theorem 18 is simpler than the one given in
that paper. Furthermore, in (Giusti and Heintz, 1993) (see also (Giusti et al., 2000, Theorem 3)),
a randomised algorithm has been described which transforms the ideal I into Nœther position
within the complexity of (kdn)O(1).
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Remark 20. The aim of this paper is not to discuss the efficiency of the proposed algorithm
to transform ideals into Nœther position. In this paper, we only consider the complexity issue
related to this problem. In the proof of this theorem, we do not need to take into account the
complexity of finding g1, . . . , gn−D by applying Lemma 17. Studying this complexity will be the
subject of another work.

We have implemented the matrix-F5 algorithm to apply Theorem 15 to test whether or not a
given sequence of polynomials is regular. However, since in this algorithm, we need to construct
all the intermediate matrices degree-by-degree then it is not efficient enough in practice. Then,
we implemented the classical F5 algorithm (Faugère, 2002) to detect whether a given sequence
of polynomials is regular. For this purpose, it is enough to restrict the degree of the computation
by the Macaulay bound M for each step of the computation. In the sequel, we use this variant of
the F5 algorithm and refer to it as F5M. To show the efficiency of this approach in practice, we
have implemented a prototype version of both F5 and F5M algorithms in Maple 17. The source
code of these algorithms as well as the used examples are available at http://amirhashemi.
iut.ac.ir.

All the experiments were made on an Intel(R) Core(TM) i7-2620M, 2.70 GHz, 4GB RAM
and 64 bits running under Windows operating system. All computations have been done over the
field Q. The results are shown in the following table where the first column shows the the name
of the instance (see the appendix). The ”Time” and ”Memory” columns indicate, respectively,
the CPU time in seconds and the amount of used memory in gigabytes of the computation.

Remark that for each regular sequence f1, . . . , fk with deg(⟨ f1, . . . , fk⟩,≺) > M, the F5M
is more efficient than the F5 algorithm (note that all the selected examples in the appendix are
regular sequences satisfying this property and they have been chosen randomly). In addition, we
note that in the case that f1, . . . , fk is not regular both algorithms share the same efficiency as
well.

Sequence F5 F5M
Time Memory Time Memory

Seq. 1. 2.2 0.12 0.66 0.04
Seq. 2. 24 1.7 0.33 0.03
Seq. 3. 28 1.8 1 0.07
Seq. 4. 33 7.6 0.73 0.33
Seq. 5. 37.2 2.3 5.1 0.25
Seq. 6. 54.3 2.92 5.1 0.25
Seq. 7. 56.3 4.4 0.27 0.02
Seq. 8. 80 4.6 3 0.19
Seq. 9. 122 7.1 9 0.5
Seq. 10. 718.92 31.81 6.2 0.33

Table 1: Comparison of the F5 and F5M algorithms.

6. New degree upper bounds

In this section we study the degree upper bounds for the Gröbner basis of an ideal generated
by a regular sequence. Our new bound is obtained by analysing the methods presented in (Dubé,
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1990) and (Mayr and Ritscher, 2013) in the special case that the given ideal is generated by a
regular sequence. For this, we first recall some basic definitions from (Dubé, 1990). If G is a
Gröbner basis for I then we let NI = {NFG( f ) | f ∈ P}.

Definition 21. • For a homogeneous polynomial h and the subset u ⊆ {x1, . . . .xn}, the set
C(h, u) = {gh | g ∈ K[u]} is called the cone generated by h and u.

• A set P = {C(h1, u1), . . . ,C(ht, ut)} of cones is called a cone decomposition for T ⊂ P if
every polynomial in T can be uniquely written as the sum of the elements of C(hi, ui)’s.

Example 22. For example, the set {C(x1x2, {x1, x2, x3}),C(x2x3, {x2, x3})} is a cone decomposi-
tion for the ideal I = ⟨x1x2, x2x3⟩ ⊂ K[x1, x2, x3].

For a cone decomposition P, the notion P+ refers to {C(h, u) ∈ P | u , ∅}.

Definition 23. Let k be a non-negative integer and P a cone decomposition for the set T ⊂ P.
Then, P is called k-exact if the following conditions hold:

1. there is no cone C(h, u) ∈ P+ with deg(h) < k,
2. for each C(g, v) ∈ P+ and k ≤ d ≤ deg(g), there exists C(h, u) ∈ P+ with deg(h) = d and
|u| ≥ |v|,

3. for each d, there exists at most one C(h, u) ∈ P+ with deg(h) = d.

Example 24. Let us consider the ideal I = ⟨x3
1, x1x2x3, x2

1x2⟩ ⊂ K[x1, x2, x3]. Then, cone de-
composition {C(1, {x2, x3}),C(x1, {x3}),C(x1x2

2, {x2}),C(x1x2, {}),C(x2
1, {x3})} is a 0-exact decom-

position for NI.

Definition 25. Let P be a k-exact cone decomposition. For each i = 0, . . . , n + 1, the i-th
Macaulay constant of P is defined to be

bi = min{d ≥ k | ∀C(h, u) ∈ P; |u| ≥ i =⇒ deg(h) < d}.

We note as a simple observation that b0 ≥ b1 ≥ · · · ≥ bn+1 = k. It was shown in (Hashemi
et al., 2022, Proposition 3.2) that if we fix the Macaulay constant bn+1 := d, then the other
Macaulay constants remain unique. In Example 24, the Macaulay constants for the given cone
decomposition are b0 = 4, b1 = 4, b2 = 1, b3 = 0 and b4 = 0. (Dubé, 1990) by applying some
combinatorial arguments to bound the Macaulay constants of any cone decomposition of NI,
found a degree upper bound for any reduced Gröbner basis of I.

(Mayr and Ritscher, 2013) provided a deeper analysis of the method due to Dubé to give a
dimension-depending upper bound for Gröbner bases. Let us quickly recall some results from
their paper. Furthermore, let I be generated by the homogeneous polynomials f1, . . . , fk ∈ P
with deg( f1) ≥ · · · ≥ deg( fk) and D = dim(I). One of the main topics discussed in (Mayr
and Ritscher, 2013) is to embed a homogeneous regular sequence g1, . . . , gn−D in I such that
deg(gi) = deg( fi) for 1 ≤ i ≤ n − D. Schmid in (Schmid, 1995, Lemma 2.2) (see also (Mayr
and Ritscher, 2013, Lemma 9)) proved that by a generic linear combination of the fi’s one can
always find such a regular sequence. In addition, Mayr and Ritscher in (Mayr and Ritscher, 2013,
Lemma 21) proved the following auxiliary decomposition

I = ⟨g1, . . . , gn−D⟩ ⊕

k⊕
i=1

fi · NJi−1: fi (1)
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where Ji = ⟨g1, . . . , gn−D, f1, . . . , fi⟩. Then they used this decomposition (Mayr and Ritscher,
2013, Lemma 22) to show that any 0-exact cone decomposition Q for NI can be extended to
a deg( f1)-exact cone decomposition P for NJ where J = ⟨g1, . . . , gn−D⟩ such that deg(Q) ≤
deg(P). Finally, they proved a dimension-depending upper bound for the Macaulay constant
a0 = deg(P)+ 1 of P which remains an upper bound for the maximum degree of the polynomials
in any reduced Gröbner basis of I. In the case that f1, . . . , fk forms already a regular sequence,
we do not need to embed a regular sequence in the ideal I and this may entail to a slightly sharper
upper bound, see the next theorem.

Theorem 26. Let I ⊂ P be the ideal generated by the homogeneous regular sequence f1, . . . , fk
of degrees d1, . . . , dk with d1 · · · dk ≥ 2. Then, the maximum degree of the polynomials in any

reduced Gröbner basis G of I is bounded above by 2
(
d1 · · · dk/2

)2n−k−1

whenever n− k ≥ 1. In the
case that k = n, the upper bound becomes d1 + · · · + dn − n + 1.

Proof. By the above notations, since I is generated by a regular sequence then there is no need
to construct Ji’s and this provides the first improvement. Thus, instead of considering a d-exact
cone decomposition with d = max{d1, . . . , dk} we can consider a 0-exact cone decomposition P.
Suppose that n − k ≥ 1 and b0, . . . , bn+1 are the Macaulay constants of NI corresponding to P.
Using (Hashemi et al., 2022, Lemma 3.5), we conclude that bi = 0 for i = n − k + 1, . . . , n + 1.
Now, we proceed by induction to show that bs−1 ≤ b2

s/2 for each 2 ≤ s ≤ n − k. For the basis of
the induction, we show that bn−k−1 ≤ b2

n−k/2. By applying (Hashemi et al., 2022, Theorem 4.5),
we have bn−k = d1 · · · dk and bn−k−1 = b2

n−k/2 − bn−k
[
d1 + · · · + dk − (k + 1)

]
/2. Since di ∈ N for

every i and d1 · · · dk ≥ 2 then d1 + · · · + dk − (k + 1) ≥ 0 and in turn bn−k−1 ≤ b2
n−k/2. To prove

the induction step, we have b1 ≥ · · · ≥ bn−k ≥ 2 and therefore we are able to follow the proof of
(Mayr and Ritscher, 2013, Lemma 31) to get bs−1 ≤ b2

s/2 for any 2 ≤ s ≤ n − k (note that the
proof of the induction basis was missing in (Mayr and Ritscher, 2013) and we gave it here for
the sake of completeness). It follows that b1 ≤ 2

(
bn−k/2

)2n−k−1
. On the other hand, from (Dubé,

1990, Lemma 7.2.), the maximum degree of the elements of G is at most b0. Furthermore, since
I is generated by a regular sequence then it was shown in (Hashemi et al., 2022, Lemma 4.4.)
that b0 = b1. These arguments show that b0 = b1 ≤ 2

(
bn−k/2

)2n−k−1
is an upper bound for the

maximum degree of the elements of G. In the case that k = n, from Corollary 8, the desired
upper bound becomes d1 + · · · + dn − n + 1.

7. Conclusion

In this paper, by applying the structure and properties of the (matrix-)F5 algorithm, we pre-
sented an effective method to test whether a sequence of homogeneous polynomials is regu-
lar. Furthermore, we gave a sharper degree upper bound for the maximum degree of the ele-
ments of any reduced Gröbner basis of an ideal generated by a homogeneous regular sequence.
Now, an interesting question that may arise is how we can give a similar complexity bound
to test whether a sequence of not necessarily homogeneous polynomials is regular. The first
idea that comes to mind is to homogenize the given sequence and apply then the method de-
scribed in this paper. However, this does not work in general. As a simple counterexample,
let f1 = x3

1x2 − x3
3, f2 = x2

1x2
2 − x3

4 and f3 = x1x3
2 − x3

5 be a sequence of non-homogeneous
polynomials in Q[x1, x2, x3, x4, x5]. It can be easily seen that this sequence is regular. Let
f h
1 = x3

1x2 − x3
3h, f h

2 = x2
1x2

2 − x3
4h and f h

3 = x1x3
2 − x3

5h, be the homogenization of the fi’s
with respect to the new variable h. Since ⟨ f h

1 , f h
2 , f h

3 ⟩ has dimension 4 in Q[x1, x2, x3, x4, x5, h],
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then f h
1 , f h

2 , f h
3 is not regular (see Theorem 4). So, as a future work, we intend to provide an

effective method to test whether a given sequence of affine polynomials is regular or not.
Another direction of research is to improve the complexity bound presented in Proposition

16. Using the approach described in (Hashemi et al., 2018) and linear algebra techniques, we
believe that we are able to establish the complexity dO(n) to transform a given homogeneous ideal
into Nœther position and compute a reduced Gröbner basis for the new ideal in the case that
the given ideal is complete intersection, see (Giusti and Heintz, 1993). Furthermore, we will
investigate to extend this study to other notions of genericity in order to provide an effective
method to compute Pommaret bases.

Appendix

Sequence 1 = −x5
1x5

2x2
5 + x2x4

4x7
5 − x3x11

5 ,

x2
1x3

2x3 − x3
1x3

4 − x1x5
3 + x2

2x3
3x4 + x2

2x3x3
4,

−x3
1 + x1x2

2 + x1x2
3

Sequence 2 = x5
1x5

4 − x4
1x3

4x3
5 − x2

1x2x2
3x4

4x5 + x2
1x2x7

5 + x2
1x5

4x3
5 − x2

2x6
4x2

5,

x1x3
3 + x1x2

2x4 + x1x2x2
4 + x2x3

3 − x4
4,

x3
1 − x2

1x2 + x2
1x3 + x1x2

2 − x1x2
3 − x3

2 + x2
2x3

Sequence 3 = −x7
2x3

3 − x4
1x3

3x3
4 − x3

1x5
4x2

5 + x1x2x4
3x2

4x2
5 − x1x2x3

3x5
4 + x1x8

3x4

−x3
2x2

3x2
4x3

5 − x2x2
3x3

4x4
5 − x3

3x7
4,

x2
2x2

3 + x2
1x2x4 + x2x3

3 − x2x2
3x4 + x2x3

4 + x3x3
4 + x4

4,

−x3
2 − x2

1x3 − x1x2x3 + 2x1x2
3 − x2

2x3 + 2x2x2
3

Sequence 4 = −x1x2x9
4x5 − x9

1x4x2
5 + x4

2x6
4x2

5,

−x4
1x2

2 − x1x2x4
3 − x3

2x2
3x4,

−x3
1 − x1x2x3 − x3

3

Sequence 5 = x4
1x7

3x4 + x6
1x2x2

3x4x2
5 + x4

3x4x7
5,

x2x5
3 − x4

1x2x4 + x4
1x2

4 − x2
1x2

2x3x4 + x1x4
2x4 − x4

2x2
4 + x3

2x3
4,

x3
1 − x1x2x3 − x1x2

3 − x2
2x3

Sequence 6 = −x4
1x3

2x2
3x4 + x8

1x4x5 − x5
1x4

2x5 + x2
1x6

2x2
5 − x2

1x4
2x3x2

4x5 − x2
1x2

2x4
3x2

5,

x2
1x2

2 + x3
1x4 + x2

1x2x3 − x1x3
2 + x1x3

3 + x1x3x2
4 − x1x3

4 + x2
2x2

4 + x3x3
4,

−x3
1 + 2x2

1x2 + x1x2
2 − x3

2 − x2
2x3

Sequence 7 = −x2
2x7

3x2
4x5 + x6

1x3x5
5 + x5

1x2x2
4x4

5 − x3
1x3x2

4x6
5 + x1x7

2x4
5,

x6
3 − x3

1x2
3x4 − x2

1x2x3
4 + x4

2x3x4 + x3
2x2

3x4 − x6
4,

−x3
1 + x2

1x2 − 2x1x2
2 − x1x2

3
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Sequence 8 = x2
1x4

2x3
3x4 − x5

1x2x3
4x5 − x4

1x2
2x2

3x4x5 + x2
1x2

2x3x4
4x5 + x1x4

3x5
4 − x1x3x8

5

+x6
2x4

5 + x2
2x3

4x5
5,

−x2
1x2

2 + x2
1x2x4 + x1x2x2

3 − x1x2x2
4 − x1x3x2

4 − x1x3
4 − x3

2x3 − x2x2
3x4 + x4

3,

−x3
1 + x2x2

3

Sequence 9 = x5
1x4

2x4 + x3
1x2x3x4x4

5 − x2
1x6

2x3x4 + x2
1x5

2x3
4 − x2

1x2
2x6

5 + x2x4
3x2

4x3
5,

−x3
1x3 + x1x2

2x4 + x3
2x3 + x2x2

3x4 + x4
4,

2x3
1 − x2

1x2 + x2
1x3 + x1x2

2 − x1x2x3 + x3
2

Sequence 10 = −x3
1x6

2x3x4x5 − x6
1x2x5

5 − x6
2x3x2

4x3
5 − x2

4x10
5 ,

x1x4
2x3 − x3

1x2
3x4 + x2

1x3x3
4 + x1x3

2x2
4 − x1x5

4,

x3
1 − x2

1x2 − x1x2x3 − x2x2
3
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J. Symb. Comput. 111, 44–60.

Hashemi, A., Schweinfurter, M., Seiler, W.M., 2018. Deterministic genericity for polynomial ideals. J. Symb. Comput.
86, 20–50.

Hashemi, A., Seiler, W.M., 2017. Dimension-dependent upper bounds for Gröbner bases., in: Proceedings of ISSAC’17,.
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49, 78–94.
Schmid, J., 1995. On the affine Bezout inequality. Manuscr. Math. 88, 225–232.
Seiler, W.M., 2010. Involution. The formal theory of differential equations and its applications in computer algebra.

Berlin: Springer.

17


