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Abstract. We review our recent works on singularities of implicit ordi-
nary or partial differential equations. This includes firstly the develop-
ment of a general framework combining algebraic and geometric methods
for dealing with general systems of ordinary or partial differential equa-
tions and for defining the type of singularities considered here. We also
present an algorithm for detecting all singularities of an algebraic differ-
ential equation over the complex numbers. We then discuss the adaptions
required for the analysis over the real numbers. We further outline for
a class of singular initial value problems for a second-order ordinary
differential equation how geometric methods allow us to determine the
local solution behaviour in the neighbourhood of a singularity including
the regularity of the solution. Finally, we show for some simple cases of
algebraic singularities how there such an analysis can be performed.
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1 Introduction

Many different forms of “singular” behaviour appear in the context of differential
equations and many different views have been developed for them. Most of them
are related to singularities of individual solutions of a given differential equation
like blow-ups or shocks, i. e. either a solution component or some derivative of
it becomes infinite. Other interpretations are concerned with bifurcations, with
multivalued solutions or with singular integrals. In dynamical systems theory,
many authors call stationary points (or equilibria) singularities.

We will identify a (system of) differential equations with a geometric object
and singularities are points on it which are “different” from the generic points.
“Different” means e. g. that the dimensions of certain geometric structures jump.
Therefore, from all the “singularities” mentioned above, stationary points are
closest to our singularities. In fact, in the case of ordinary differential equations,
we will analyse the local solution behaviour by constructing a dynamical system
for which the singularity is a stationary point.

In this article, we will given an overview over some recent results of ours; for
all details and in particular proofs, we must refer to the original works [22,34,35].



In [22], a general framework for dealing with singularities of arbitrary systems of
ordinary or partial differential equations was developed by combining methods
from differential algebra, algebraic geometry and differential topology. Concep-
tually, it follows the classical geometric approach to define singularities that
dates back at least to Clebsch and Poincaré (see [27] for a review and historical
perspective) and extends it also to partial differential equations and to situations
where one has no longer a manifold but a variety. Because of the use of algebraic
methods, the theory could be made fully algorithmic and was implemented in
Maple. We will present these results in the Sections 2–4.

A central algebraic method used, the Thomas decomposition, assumes that
the underlying field is algebraically closed. For our use of the differential Thomas
decomposition the base field is largely irrelevant and we can continue to use it
also for real differential equations. The actual identification of singularities is
done via an algebraic Thomas decomposition and – as shown for some concrete
examples in [35] – its application to real equations is problematic. As the key step
for the detection of singularities is the analysis of a linear system of equations
over an algebraic set, we can replace it in the real case by a parametric Gaussian
elimination followed by a quantifier elimination. Simultaneously, this allows us to
extend to semialgebraic equations, i. e. to systems comprising not only equations
and inequations, but also more general inequalities like positivity constraints.
These considerations from [35] are the topic of Section 5.

Once we have identified a singularity, we want to analyse the local solution
behaviour. This cannot be done at the same level of generality as the detection.
In Section 6, we study geometric singularities of real ordinary differential equa-
tions using methods from dynamical systems theory. Then we restrict further to
quasilinear equations and show in Section 7 – following [34] – how, for a specific
class of scalar second-order singular initial value problems, non-trivial existence,
(non)uniqueness and regularity results can be obtained.

While the analysis of geometric singularities is a classical topic, algebraic
singularities have been essentially ignored in the context of differential equations.
One of the few exceptions is the work by Falkensteiner and Sendra [12] where the
theory of plane algebraic curves is used to analyse first-order scalar autonomous
ordinary differential equations. We will show in Section 8 how our geometric
approach allows us to analyse certain simple situations with ad hoc methods.

2 Differential Systems & Algebraic Differential Equations

In this section we introduce most of the algebraic and geometric techniques used
in this article. For lack of space, we cannot provide a completely self-contained
introduction. For any unexplained terminology on the (differential) algebraic
side we refer to [30] and on the geometric side to [32].

We begin with the algebraic point of view. Consider the polynomial ring
P = C[x1, . . . , xn] with the ranking defined by xi < xj for i < j. The largest
variable appearing in a polynomial p ∈ P is called its leader ld p. Considering p
as a univariate polynomial in this variable, the initial init p is defined as lead-



ing coefficient and the separant sep p as the derivative ∂p/∂ ld p. An algebraic
system S is a finite set of polynomial equations and inequations

S =
{
p1 = 0, . . . , ps = 0, q1 6= 0, . . . , qt 6= 0

}
(A)

with polynomials pi, qj ∈ P and s, t ∈ N0. Its solution set SolS =
{
a ∈ Cn |

pi(a) = 0, qj(a) 6= 0 ∀ i, j
}
is a locally Zariski closed set, namely the difference

of the two varieties Sol ({p1 = 0, . . . , ps = 0}) and Sol ({q1 = 0, . . . , qt = 0}). The
algebraic system (A) is simple, if (i) it is triangular, (ii) it has non-vanishing
initials, i. e. for each r ∈ {p1, . . . , ps, q1, . . . , qt}, the equation init r = 0 has no
solution in SolS and (iii) it is square-free, i. e. for each r ∈ {p1, . . . , ps, q1, . . . , qt},
the equation sep r = 0 has no solution in SolS. Simple systems behave “better”
in many respects than general systems. One can show that for a simple system
S the saturated ideal

Ialg(S) := 〈p1, . . . , ps〉 : q∞ ⊂ P where q = init p1 · · · init ps (1)

is the vanishing ideal of the Zariski closure of SolS [30, Prop. 2.2.7].
A Thomas decomposition of (A) consists of finitely many simple algebraic

systems S1, . . . , Sk such that SolS is the disjoint union of SolS1, . . . ,SolSk. Any
algebraic system admits a Thomas decomposition (which is not unique). This
decomposition was introduced by Thomas [39,40] in the context of differential
algebra. It follows the general philosophy of treating algebraic or differential
systems via triangular sets (see [16,17] for a survey). A special feature of it is its
disjointness. It had been largely forgotten, until it was revived by Gerdt [13]; a
modern presentation can also be found in [30]. Concrete implementations have
been provided in [2,3,14] and some more theoretical applications in [21,25].

In the differential case, we consider the ring of differential polynomials K{U}
where K = C(x1, . . . , xn), U = {u1, . . . , um} are finitely many differential inde-
terminates and where we take the partial derivatives δi = ∂/∂xi as derivations.
Given some differential polynomials p1, . . . , ps ∈ K{U}, we must distinguish
between the algebraic ideal 〈p1, . . . , ps〉 and the differential ideal 〈p1, . . . , ps〉∆
generated by them. The latter one contains in addition all differential conse-
quences δµp of any element p of it. We also introduce the subring D ⊂ K{U} of
those differential polynomials where also the coefficients are polynomials in the
variables xi. For any ` ∈ N0, we define the finitely generated subalgebra

D` = C
[
xi, uαµ | 1 ≤ i ≤ n, 1 ≤ α ≤ m, |µ| ≤ `

]
which may be considered as the coordinate ring of a jet bundle (see below).

We choose on K{U} an orderly Riquier ranking <. The notion of leader,
initial and separant can be extended straightforwardly. A differential system S
is a finite set of differential polynomial equations and inequations

S =
{
p1 = 0, . . . , ps = 0, q1 6= 0, . . . , qt 6= 0

}
(D)

with pi, qj ∈ D and s, t ∈ N0. As solution set SolS, we take for simplicity all
formal power series solutions. The differential system (D) is simple, if (i) it is



simple as an algebraic system in the finitely many jet variables uαµ which actually
occur in S ordered according to <, (ii) its equation part forms a passive system
in the sense of Janet–Riquier theory for the Janet division and (iii) no leader of
an inequation qj is an (iterated) derivative of the leader of an equation pk.

A Thomas decomposition of the differential system (D) consists of finitely
many simple differential systems S1, . . . , Sk such that SolS is the disjoint union
of the solution sets SolS1, . . . ,SolSk. Any differential system admits such a
decomposition which can be computed algorithmically by interweaving algebraic
Thomas decompositions and the Janet–Riquier theory.

The key tool in the geometric theory of differential equations (see [32] and
references therein) are jet bundles. For K being either R or C, we set X = Kn,
U = Km and consider maps φ : X → U which in the real case are assumed to be
smooth and in the complex case to be holomorphic and which need be defined
only on some open subset of X . The coordinates x = (x1, . . . , xn) on X are the
independent variables and the coordinates u = (u1, . . . , um) on U represent the
dependent variables or unknown functions. The `th order jet bundle J`(X ,U)
consist of all Taylor polynomials of degree ` of such maps φ. Coordinates on
J`(X ,U) are therefore (x,u(`)) where x gives the expansion point and the jet
variables u(`) represent the Taylor coefficients up to order ` which we may iden-
tify with the corresponding derivatives of φ at the point x. For the components
of u(`) we use the usual multi-index notation uαµ = ∂|µ|φα/∂xµ with 1 ≤ α ≤ m
and µ ∈ Nn0 satisfying 0 ≤ |µ| ≤ `. Hence we find that J`(X ,U) ∼= Kd` with
d` = n + m

(
m+`
`

)
. For our purposes, two topologies on J`(X ,U) are relevant:

one is induced by the Euclidean metric on Kd` and the other one is the Zariski
topology on Kd` with varieties as closed sets. Finally, we introduce the canon-
ical projection maps π`k : J`(X ,U) → Jk(X ,U) with π`k(x,u(`)) = (x,u(k)) for
` > k ≥ 0 and π` : J`(X ,U)→ X with π`(x,u(`)) = x.

Definition 1. An algebraic jet set of order ` is a locally Zariski closed subset
J` ⊆ J`(X ,U) (i. e. J` is the difference of two varieties in J`(X ,U)). Such a set
J` is an algebraic differential equation of order `, if in addition the Euclidean
closure of π`(J`) equals X . An algebraic jet set or an algebraic differential equa-
tion is called irreducible, if it is an irreducible locally Zariski closed subset.

We define here differential equations as a geometric object and do not distin-
guish between scalar equations and systems. An algebraic jet set is obtained by
considering the solution set of an algebraic system on J`(X ,U). The additional
condition for an algebraic differential equation ensures that the independent
variables are indeed independent. It excludes equations like x1 + x2 = 0 which
obviously is not a differential equation. Admitted is an equation like xu′ = 1
where x = 0 is not contained in the projection but in its closure. We use here
the Euclidean closure, as we would like to be able to express each point outside
of the set π`(J`) as the limit of a sequence of points inside.

Any map φ : X → U induces a map j0φ : X → J0(X ,U) = X × U de-
fined by j0φ(x) =

(
x, φ(x)

)
. The graph Γφ of φ is the image of j0φ. For any

order ` > 0, we may consider the prolongations j`φ : X → J`(X ,U) given by



j`φ(x) =
(
x, φ(x), ∂xφ(x), . . . , ∂`xφ(x)

)
where ∂kxφ(x) represents all derivatives

of φ of order k. The next definition reformulates geometrically the classical one.

Definition 2. A (classical) solution of the algebraic differential equation J` ⊆
J`(X ,U) is a map φ : X → U such that its prolongation satisfies im j`φ ⊆ J`.

Example 3. Let us consider the ordinary differential equation u′ = xu2 from
this geometric view point. It represents a typical differential equation with sin-
gular solutions, as an elementary integration yields the general solution φc(x) =
2/(2c− x2) parametrised by an arbitrary constant c ∈ R.

Fig. 1. Ordinary differential equation with singular solutions. Left: prolonged solutions
in J1(R,R). Right: classical solution graphs in x-u plane.

The left half of Fig. 1 shows in dark blue the corresponding algebraic differen-
tial equation J1 ⊂ J1(R,R) and in light blue for some values of c the prolonged
solutions j1φc(x). In the right half, traditional graphs of these solutions show
clearly the poles for positive values of c. We will see later that this differential
equation has no singularities in the sense relevant for this article.

If one tries to combine the algebraic and the geometric point of view, one
has to note some fundamental differences between the two. A differential ideal
automatically contains all differential consequences of its generators. By choosing
a jet bundle of a certain order `, we immediately restrict to equations of order
at most `. On the other hand, geometric notions like the singularities we will
consider in the next section cannot even be formulated in differential algebra.
Thus moving from one point of view to the other one requires some care, as
otherwise information is lost.

In applications, one usually starts with a differential system S like (D). The
following approach appears to be very natural to associate with it for any given
order ` ∈ N0 an algebraic jet set in J`(X ,U). We take the differential ideal

Îdiff(S) = 〈p1, . . . , ps〉∆ ⊆ D



generated by the equations in S. It induces the algebraic ideal

Î`(S) = Îdiff(S) ∩ D` ⊆ D`

as the corresponding finite-dimensional truncation. It automatically contains all
hidden integrability conditions up to order `. The inequations in S are also used
to define an algebraic ideal: K`(S) = 〈Q̂`〉D` with Q̂` =

∏
ord (qj)≤` qj . We then

define the algebraic jet set

Ĵ`(S) = Sol
(
Î`(S)

)
\ Sol

(
K`(S)

)
⊆ J`(X ,U)

consisting of all points of J`(X ,U) satisfying both the equations and the inequa-
tions in S interpreted as algebraic (in)equations in J`(X ,U).

However, this procedure leads to many problems. The ideals Î`(S) are often
too small (not radical) and the algebraic jet sets Ĵ`(S) are not necessarily alge-
braic differential equations. Furthermore, the effective determination of Î`(S) is
difficult. Finally, the sets Ĵ`(S) are possibly too small, as an algebraic interpre-
tation of inequations is much stronger than a differential one. Differentially, the
inequation u′ 6= 0 simply excludes the zero function; algebraically, it excludes all
points with a vanishing u′-coordinate and thus e. g. all critical points of solutions.
A more extensive discussion of these problems can be found in [22].

The situation improves, if one assumes that S is a simple differential system.
Taking – following the reasoning behind (1) – the saturated differential ideal

Idiff = Îdiff(S) :
( s∏
j=1

init (pj) sep (pj)
)

(2)

instead of Îdiff(S) and then using the same procedure as above to define algebraic
ideals I`(S) and algebraic jet sets J`(S), one can show that these ideals are
automatically radical and that explicit generators of the algebraic ideals I`(S)
are easily computable (see [22] for details).

The saturation in (2) leads to a Zariski closure. The inequations of a simple
differential system exclude all points where an initial or separant vanishes and
thus most of the singularities studied later. The saturation restores some of them
and we only exclude irreducible components completely consisting of such points.

Example 4. Consider the system Ŝ consisting of the two partial differential equa-
tions p1 = uux−yu−y2 and p2 = yuyu which is not simple. A differential Thomas
decomposition yields only one simple system S obtained by augmenting Ŝ by the
inequation q = sep p1 = u. The algebraic ideal Î1(S) obtained by truncating the
differential ideal 〈p1, p2〉∆ has the prime decomposition Î1(S) = 〈p2, p3〉 ∩ 〈u, y〉
where p3 = uxuy − u − y implying that also the differential ideal is not prime.
Saturating with respect to Q = yu removes the prime component 〈u, y〉 and we
find that Idiff(S) = 〈p2, p3〉∆ and I1(S) = 〈p2, p3〉 ⊂ D1.

Definition 5. An algebraic differential equation J` ⊂ J`(X ,U) is locally inte-
grable, if there exists a Zariski open and dense subset R` ⊆ J` such that J`
possesses for each point ρ ∈ R` at least one solution φ with ρ ∈ im j`φ.



Local integrability is for many purposes an important concept. If a point
ρ ∈ J` is “far away” from any (prolonged) solution, then one can argue how
relevant such a point is. In fact, the existence of such points is a clear indication
that J` has not been well chosen. A typical problem are overlooked hidden
integrability conditions. As any simple differential system is passive, we obtain
via the existence theorem of Riquier the following result for our construction.

Proposition 6 ([22, Prop. 3.6, Lemma 3.7]). Let S be a simple differen-
tial system. Then the Zariski closure J`(S) = Sol

(
I`(S)

)
is a locally integrable

algebraic differential equation.

3 Singularities of Algebraic Differential Equations

In the affine space Kd` all coordinates are equal. In the jet bundle J`(X ,U) we
distinguish different types like independent and dependent variables or deriva-
tives. The contact distribution C` ⊂ TJ`(X ,U) encodes these different roles and
is generated by the vector fields

C
(`)
i = ∂xi +

m∑
α=1

∑
0≤|µ|<`

uαµ+1i∂uαµ , 1 ≤ i ≤ n , (3)

Cµα = ∂uαµ , 1 ≤ α ≤ m, |µ| = ` (4)

where µ+ 1i is obtained by increasing the ith entry of µ by one.

Definition 7. Let J` ⊆ J`(X ,U) be an algebraic jet set. The Vessiot cone Vρ[J`]
at ρ ∈ J` is the intersection of the tangent cone CρJ` with the contact space C`|ρ.

At a smooth point, the tangent cone CρJ` and the tangent space TρJ` co-
incide and thus the Vessiot cone becomes a Vessiot space, i. e. a K-linear space,
which can be computed by linear algebra. Since the Vessiot spaces are contained
in the contact distribution, we make for any vector v ∈ Vρ[J`] the ansatz

v =
∑
i

aiC
(`)
i |ρ +

∑
|µ|=`

∑
α

bαµC
µ
α |ρ (5)

with yet to be determined coefficients ai, bαµ ∈ K. Let the jet set J` be given
as the solution set of an algebraic system on J`(X ,U) with equations pτ = 0.
At a smooth point ρ, v is tangential to J`, if and only if dpτ |ρ(v) = 0 for all τ
leading to a homogeneous linear system for the coefficient vectors a, b,

D(ρ)a +M`(ρ)b = 0 , (6)

where the entries of the matrices D, M` are given by Diτ (ρ) = C
(`)
i (pτ )(ρ)

and (M`)
µ
ατ (ρ) = Cµα(pτ )(ρ). The rank of (6) and thus the dimension of Vρ[J`]

may vary over J`. Considered as functions of ρ, the solutions of (6) are smooth
outside of a Zariski closed set and – by potentially enlarging this set – we may



even assume that the dimension remains constant, since dimension is an upper
semicontinuous function. Thus on a Zariski open and dense set we obtain a
smooth regular distribution.

The projection π``−1 : J`(X ,U) → J`−1(X ,U) induces at any point ρ ∈
J`(X ,U) the vertical space Vρπ``−1 = kerTρπ

`
`−1 spanned by the vectors Cµα |ρ.

The vertical part of the Vessiot cone at a point ρ ∈ J` is the symbol cone
Nρ[J`] = Vρ[J`] ∩ Vρπ``−1. At smooth points, we will speak of the symbol space.
Again, on a Zariski open subset of J` the symbol spaces Nρ[J`] define a smooth
regular distribution N[J`].

At a smooth point ρ ∈ J`, the symbol space Nρ[J`] consists of those solutions
of (6) where all coefficients a vanish: it is the kernel of the symbol matrix M`(ρ).
Hence, we can write the Vessiot space as a direct sum Vρ[J`] = Nρ[J`] ⊕ Hρ
with some π`-transversal complement Hρ which is not uniquely determined. J`
is a differential equation of finite type, if on a Zariski open and dense subset the
symbol cones vanish. For such equations, we expect that generically to every
point ρ ∈ J` there exists a unique solution φ with ρ ∈ im jqφ, i. e. we may
consider ρ as initial data for an initial value problem.

Remark 8. Computing the Vessiot space via (6) can be seen as a “projective”
version of prolongation. Indeed, the formal derivative with respect to xi of a
differential equation pτ = 0 of order ` is

Dipτ = C
(`)
i (pτ ) +

m∑
α=1

∑
|µ|<`

Cµα(pτ )uαµ+1i . (7)

For an ordinary differential equation of finite type a = a is scalar and we have
one coefficient bα for each unknown function uα. If (a,b) is a solution of (6),
then the unique solution φ with ρ ∈ im jqφ satisfies φ(`+1)(x0) = b/a where
x0 = π`(ρ), i. e. the Vessiot space contains information about the derivatives in
the next order. Obviously, if a = 0, then φ(`+1) blows up, as x approaches x0.

We will denote the family of Vessiot cones by V[Jq] and call it briefly the
Vessiot distribution of J`, although strictly speaking we obtain a distribution
only on a subset of Jq. But the considerations above justify this slight abuse of
language. The Vessiot distribution can be interpreted as a kind of “infinitesimal
solution space” of J`: if φ is any solution of J` and ρ lies on im j`φ, then the
tangent space Tρ im j`φ lies in the Vessiot cone Vρ[J`].

Definition 9. A generalised solution of the algebraic differential equation J` ⊆
J`(X ,U) with dimX = n is an n-dimensional submanifold N ⊆ J` such that
TρN ⊆ Vρ[J`] at every point ρ ∈ N . The projection π`0(N ) ⊂ J0(X ,U) of a
generalised solution is called a geometric solution.

If φ is a classical solution of J`, then im j`φ is a generalised solution and the
graph Γφ = im j0φ of φ the corresponding geometric solution. Furthermore, at
any point ρ ∈ im j`φ we find that Vρ[J`] = N`[Jρ] ⊕ Tρ im j`φ. As we will see
later, an algebraic differential equation may possess further generalised solutions.



Definition 10 ([22, Def. 4.1]). Let J` ⊆ J`(X ,U) be a locally integrable al-
gebraic differential equation and dimX = n. A point ρ ∈ J` is an algebraic
singularity of J`, if ρ is a non-smooth point of J` in the sense of algebraic
geometry. A smooth point ρ ∈ J` is called
(i) regular, if ρ possesses a Euclidean open neighbourhood U ⊆ J` such that

the Vessiot cones form on U a regular distribution which is decomposable
as V[J`]|U = N [J`]|U ⊕ H with an n-dimensional, transversal, involutive,
smooth distribution H ⊆ TU ;

(ii) regular singular, if ρ possesses a Euclidean open neighbourhood U ⊆ J` such
that the Vessiot cones form on U a regular distribution but where dimVρ[J`]−
dimNρ[J`] < n;

(iii) irregular singular, if there does not exist a Euclidean open neighbourhood
U ⊆ J` such V[J`]|U is a regular distribution, i. e. any such neighbourhood
contains a point ρ̄ such that dimVρ[J`] > dimVρ̄[J`].

An irregular singularity ρ is purely irregular, if dimVρ[J`] − dimNρ[J`] = n.
Regular and irregular singular points are also called geometric singularities.

Algebraic singularities are not considered in the differential topological the-
ory and one finds there much simpler definitions (see e. g. [1] or [27]), as only
ordinary differential equations are considered where it is not necessary to con-
sider neighbourhoods. One knows in advance the “right” dimension of the Vessiot
spaces and can thus compare pointwise with this value. For partial differential
equations, this is generally no longer the case and Definition 10 represents to
our knowledge the first definition of geometric singularities for general systems
of partial differential equations (the much simpler intermediate case of partial
differential equations of finite type was already considered in [18]).

Remark 11. The three cases distinguished in Definition 10 for smooth points
correspond essentially to an analysis of the linear system (6). At an irregular
singular point, its rank does not take the maximal possible value attained in
the other two cases. At a regular point, the symbol matrix alone is already
of this rank. Thus geometric singularities are characterised by a rank drop of
the symbol matrix. At non-singular points of an ordinary differential equations,
the complement H is always one-dimensional and thus trivially involutive. In
this case (or more generally for any locally integrable differential equation of
finite type), the taxonomy of Definition 10 is complete. For partial differential
equations, it is still an open question whether points can exist on J` which satisfy
all conditions for a regular point except the involutivity of H (see [22] for a more
extensive discussion of this topic).

Example 12. We consider the algebraic differential equation J2 ⊂ J2(C2,C) for
one unknown function u in two independent variables x, y defined by:

x2uxx + xux + (x− 1)2u = 0 , (1− y2)uyy + 2yuy + 2u = 0 .

Seven cases arise in the analysis of the linear system (6) for the Vessiot spaces:
1. Regular points on J2 are characterised by the conditions x 6= 0 and y2−1 6= 0.

They have a three-dimensional Vessiot space.



2. Points where x = 0, y2 − 1 6= 0 and either ux 6= 0 or uy 6= 0 are regular
singular. They also possess a three-dimensional Vessiot space. As the coeffi-
cients a1 and a2 in (5) must satisfy the equation 2uxa1 + uya2 = 0, only a
one-dimensional transversal complement exists.

3. Basically the same holds for points where y2−1 = 0, x 6= 0 and either yux+
uxy 6= 0 or u 6= 0: they are regular singular and have a three-dimensional
Vessiot space with a one-dimensional transversal complement defined by the
equation (yux + uxy)a1 − 2ua2 = 0.

4. Points where x = 0, y2 − 1 = 0 and either ux 6= 0 or yuxy + ux 6= 0 are
irregular singularities which are not purely irregular: the Vessiot space is
four-dimensional with a one-dimensional transversal complement defined by
the condition a1 = 0.

5. Points where x = 0, ux = 0, uy = 0 and y2 − 1 6= 0 are purely irregular
singular and possess a four-dimensional Vessiot space defined by the equation
(y2 − 1)b02 − 2yuxya1 = 0.

6. The same behaviour is shown by points with y2 − 1 = 0, u = 0, uy = 0,
x 6= 0, but with the Vessiot space defined by the equation x2b20 + (x2−xy−
2x− 1)uxa1 = 0.

7. Finally, the points where x = 0, y2 − 1 = 0, uxy = 0 and u = 0 are also
purely irregular singular but now with a five-dimensional Vessiot space.

Note that the cases 2, 3 and 4 do not correspond to an algebraic jet set but the
union of two such sets, because of the disjunctions in their defining conditions.
Hence, if one applies the algorithm we will present in the next section to this
example, then one obtains actually 10 = 7 + 3 cases.

Any definition of a “singularity” is only meaningful, if generic points are reg-
ular. For equations of finite type, this is obvious and not even discussed in the
literature. However, for general partial differential equations, such a statement
becomes highly non-trivial and its proof requires major results from the geomet-
ric theory of differential equations. The key issue is to prove the involutivity of
the complement H over a Zariski open and dense subset.

Theorem 13 ([22, Thm. 4.7]). Let S be a simple differential system which
contains no equation of an order greater than ` ∈ N and J`(S) the associated
algebraic differential equation. Then the regular points in the Zariski closure
J`(S) contain a Zariski open and dense subset.

4 Regularity Decompositions

(Geometric) singularities are points where the dimensions of some geometric
structures like symbol or Vessiot spaces jump. An algebraic jet set J` ⊆ J`(X ,U)
is regular, if it consists only of smooth points and both its Vessiot distribution
V[J`] and its symbol N[J`] define smooth vector bundles over J`. The solution
space of the linear system (6) behaves uniformly over a regular algebraic jet set
and thus all points on such a set are classified identically by Definition 10.



Definition 14. Let S ⊂ D be a simple differential system and J`(S) ⊂ J`(X ,U)
the associated algebraic jet set in a sufficiently high order `. Let furthermore
J`(S) = J`,1 ∪ · · · ∪ J`,t be its decomposition into irreducible varieties. A reg-
ularity decomposition of the variety J`,k represents it as a disjoint union of
finitely many regular algebraic jet sets J (1)

`,k , . . . ,J
(r)
`,k , the regularity components

of J`,k, and of the set ASing
(
J`(S)

)
of algebraic singularities.

A constructive proof of the existence of regularity decompositions for any
simple differential system is provided by Algorithm 1 below. Regularity decom-
positions are not unique and thus this algorithm simply returns one possible de-
composition. The first two lines represent an algebraic preprocessing. In Line 2,
the algebraic ideal I`(S) is constructed explicitly via Janet–Riquier and Gröbner
theory – for details see [22, Rem. 3.8]. The determination of a prime decompo-
sition in Line 3 is a standard task in commutative algebra. Then the algorithm
loops over each prime component. In Line 5, two simultaneous linear systems
are set up over each prime component, i. e. we consider the combined systemJ(pk,j) = 0 ,

v(pk,j) = 0 ,
pk,j = 0 ,

 j = 1, . . . , sk . (8)

Here the polynomials pk,j form a basis of the kth prime ideal I`,k(S). The two
linear systems are obtained by applying two vector fields to these generators. The
first one, J =

∑
µ

∑
α c

α
µ∂uαµ +

∑
i d
i∂xi represents a general tangent vector in the

jet bundle with yet undetermined coefficients c and d. The first linear system in
(8) encodes the condition that J is tangential to the kth prime component. By
the Jacobian criterion, a jump in its rank characterises algebraic singularities.
The second linear system is constructed with a general contact vector (5) and
thus represents (6) for determining the Vessiot spaces. Changes in its behaviour
indicate geometric singularities.

The undetermined coefficients a, b, c, d represent the unknowns of the linear
systems and we consider the left hand sides of the equations as elements of
D ex
` = D`[a,b, c,d]. As changes in the behaviour of the linear systems indicate

singularities, these can be detected by an algebraic Thomas decomposition of
(8) for a suitably chosen ordering. More precisely, we must have: (i) d > c >
b > a > u > x, (ii) restricted to the jet variables u it must correspond to an
orderly ranking and (iii) the variables cαµ and bαµ are ordered among themselves
in the same way as the derivatives uαµ .

Given a simple algebraic system Sex
k,` in the obtained decomposition, the

subsystem Sk,` obtained by eliminating all equations and inequations containing
some of the auxiliary variables a, b, c, d describes a regular jet set. In practise,
one is nevertheless strongly interested in getting the extended systems Sex

k,`, as
the appearing leaders allow us to deduce the dimensions of the Vessiot and
symbol spaces and thus to classify automatically the points on the jet set [22,
Prop. 5.10]. The proof of the correctness of Algorithm 1 requires a number of
rather technical issues and cannot be discussed here – see [22, Thm. 5.13].



Algorithm 1: Regularity Decomposition for a Simple Differential System
Input: a simple differential system S over the ring K{U} of differential

polynomials and a sufficiently high order ` ∈ N
Output: a regularity decomposition for each prime component I`,k(S) of the

algebraic ideal I`(S) ⊂ D`
1 begin
2 compute a generating set {p1, . . . , ps} of the radical ideal I`(S)
3 compute a prime decomposition I`(S) = I`,1(S) ∩ . . . ∩ I`,t(S) of I`(S) and

a generating set {pk,1, . . . , pk,sk} for each prime component I`,k(S)
4 for k = 1 to t do
5 compute an algebraic Thomas decomposition Sex

k,1, . . . , S
ex
k,rk

of the
algebraic system defined over D ex

` for an ordering as described above
6 return the systems Sk,i consisting of those equations p = 0 and inequations

q 6= 0 in Sex
k,i with p ∈ D` and q ∈ D`

Example 15. The hyperbolic gather is one of the elementary catastrophes. In-
terpreted as a first-order ordinary differential equation, it is given by J1 =
{(u′)3 + uu′ − x = 0}. A real picture of it is contained in Figure 2 presented
in Example 19 below. Despite its simplicity, it well illustrates some of the prob-
lems appearing in the practical use of Algorithm 1. Using the implementation of
the Thomas decomposition described in [2], our algorithm returns a regularity
decomposition with seven components all consisting of smooth points. One com-
ponent contains the two irregular singularities, namely the points (2,−3,−1)
and (−2,−3, 1) shown in Figure 2 in red. The regular singularities fill three
components. Two of them correspond to the fold line shown in Figure 2 in white
which arises as the common zero set of our equation and its separant. The “tip”
of the fold line is put in a separate component. The third component contains
only complex points and is thus not visible in Figure 2. Finally, there are three
components with regular points. A closer analysis of the Vessiot spaces at these
points (presented in [22, Ex. 7.2]) reveals that they can be combined into a single
regularity component; the splitting into three separate components is solely an
artefact of the Thomas decomposition due to its internal use of projections along
each coordinate axis.

It represents a general problem of Algorithm 1 that it performs implicitly a
Thomas decomposition of the considered irreducible varieties. Some singularities
indeed arise from the geometry of these varieties: it was no coincidence that in
Example 15 all singularities lie on the fold line. But the Thomas decomposition
automatically also puts all points on the differential equation lying under or
over the fold line in separate components, although this is generally unnecessary
for the singularity analysis. In systems with several unknown functions u (and
corresponding derivatives), this effect can be much more pronounced and its size
depends generally on the ordering of the entries of u (and the induced effect on
the ordering of their derivatives u(`)), although this ordering is irrelevant for the
analysis of the differential equation.



5 Semialgebraic Differential Equations

So far, we have exclusively considered the case of complex differential equations,
as the Thomas decomposition assumes that the underlying field is algebraically
closed. As in applications real equations dominate, we discuss now following [35]
an extension of the ideas of the last sections to differential equations over the
real numbers. We will not provide a complete solution to this problem. The
approach presented above consists essentially of three phases. In the first phase,
we perform a differential Thomas decomposition. Here the underlying field plays
only a minor role, as a crucial point is the completion to a passive system.

In the second phase, we construct from an obtained simple differential system
a suitable algebraic differential equation. This step involves some problematic
operations. Firstly, we perform a saturation which provides us with a radical
ideal. Over the real numbers, we should actually strive for the real radical ac-
cording to the real nullstellensatz (see e. g. [6, Sect. 4.1] for a discussion). An
algorithm for determining the real radical was proposed by Becker and Neuhaus
[5,24]; an implementation over the rational numbers exists in Singular [37].
Secondly, we need irreducible varieties and hence a prime decomposition. Since
computing such a decomposition is related to factorisation, it strongly depends
on the underlying field. Again, effective methods exist only over the rational
numbers. Thus we conclude that for arbitrary simple differential systems the
second phase cannot be done completely algorithmically.

It is unclear whether all steps of the second phase are really necessary. For
example, for determining the tangent space at a smooth point, one does not
need the real radical. Many problems in practise automatically lead to prime
ideals. We will in the sequel assume that we are able to perform all required
computations by saying that we are dealing with a well-prepared system and
concentrate on a real variant of the third phase.

In the third phase, we solve two linear systems over a locally Zariski closed
set. In the previous section, we simply threw all (in)equations together and com-
puted an algebraic Thomas decomposition. Now we will present an alternative
approach making stronger use of the “staggered” structure of the problem and
the partial linearity. Furthermore, we also extend the class of differential equa-
tions considered. An algebraic differential equation was essentially defined as a
locally Zariski closed sets, i. e. it was described by equations pi = 0 and inequa-
tions qj 6= 0. Over the real numbers, it is desirable to include also inequalities
qj � 0 where � stands for some relation in {<,>,≤,≥, 6=}. Thus we replace the
condition “locally Zariski closed” by “semialgebraic” (see e. g. [6, Chap. 2]).

Definition 16. A semialgebraic jet set of order ` is a semialgebraic subset J` ⊆
J`(X ,U). Such a set J` is a semialgebraic differential equation of order `, if in
addition the Euclidean closure of π`(J`) equals X .

We call a semialgebraic jet set J` ⊆ J`π basic, if it can be described by a
finite set of equations pi = 0 and a finite set of inequalities qj > 0. We call such
a pair of sets a basic semialgebraic system on J`π. It follows from an elementary



result in real algebraic geometry [6, Prop. 2.1.8] that any semialgebraic jet set
can be expressed as a union of finitely many basic semialgebraic jet sets. We
will always assume that our sets are given in this form and study each basic
semialgebraic system separately, as for some steps in our analysis it is crucial
that at least the equation part of the system is a pure conjunction.

The basic idea underlying the approach of [35] is to treat the system (8)
in stages. So far, we computed an algebraic Thomas decomposition of the full
system for a suitably chosen ordering. It was not really relevant that parts of the
system were linear (although it makes the determination of the Thomas decom-
position faster). Now we study first only the linear parts of (8) as a parametric
linear system in the unknowns a, b, c and d with the jet variables x and u(q)

considered as parameters (appearing in polynomial form).
Parametric Gaussian elimination has been studied for more than 30 years,

see e. g. [4,15,36]. A parametric Gaussian elimination returns a finite set of pairs
(γ,H) where the guard γ describes the conditions for this particular case and
H represents the corresponding solution of the linear system. The guard γ is
basically a conjunction of equations and inequations describing the choices made
for the various pivots arising during the solution process. A key point is the
application of advanced logic and decision procedures for an efficient heuristic
handling of the potentially exponentially large number of arising cases. We used
a reimplementation of the Redlog [10] package PGauss – see [35, Sect. 3]. It
applies strong heuristic simplification techniques [11] and quantifier elimination-
based decision procedures [19,31,42,43].

The two linear subsystems of (8) are independent of each other. The analysis
of the Jacobian criterion is straightforward: changes in the rank of the matrix are
automatically delivered by a parametric Gauss algorithm. The analysis of the
system for the Vessiot spaces is a bit more involved. For simplicity, we restrict
to the case of ordinary differential equations where the vector a contains only
a single entry a. Here we can give pointwise criteria: a point is regular, if the
Vessiot space is one- and the symbol space zero-dimensional; it is regular singular,
if both spaces are one-dimensional and irregular singular if the Vessiot space has
a dimension higher than one. Thus here it does not suffice to look only at the
rank of the matrix; one must also analyse the relative position of the Vessiot
space to the vertical space of the jet bundle or more prosaically whether there
are non-trivial solutions for which a = 0. In [35, Sect. 3], we developed a variant
of parametric Gaussian elimination which takes as additional input a sublist of
variables for which such considerations are taken into account.

Once all the different cases appearing in the solution of the linear systems
have been determined, we must check which of them actually occur on our semi-
algebraic jet set. Thus for each case (γ,H) obtained we must verify whether or
not the conjunction of its guard γ with the semialgebraic description of the jet
set possesses a solution. Such a check represents a classical task for real quantifier
elimination [7]. If the answer is yes, then the conjunction gives a semialgebraic
description of one component in our regularity decomposition. For various rea-
sons like a better readability of the results, we always return a disjunctive normal



Algorithm 2: RealSingularities
Input: Σ` =

(
(pa = 0)a=1,...,A, (qb > 0)b=1,...,B

)
well-prepared, basic

semialgebraic system with pa, qb ∈ D` ∩ Z[t,u, . . . ,u(`)]
Output: finite system (Γi,Hi)i=1,...,I with
(i) each Γi is a disjunctive normal form of polynomial equations, inequations, and

inequalities over D` describing a semialgebraic subset J`,i ⊆ J`
(ii) each Hi describes the Vessiot spaces of all points on J`,i
(iii) all sets J`,i are disjoint and their union is J`

1 begin
2 set up the matrix A of the second linear part of (8) using the equations

(pa = 0)a=1,...,A

3 Π =
(
γτ ,Hτ

)
τ=1,...,t

← ParametricGauss
(
A, (b, a), (a),R

)
4 for τ = 1 to t do
5 let Γτ be a disjunctive normal form of γτ ∧

∧
Σ`

6 check satisfiability of Γτ using real quantifier elimination on
∃t ∃u . . .∃u(`) Γτ

7 if Γτ is unsatisfiable then
8 delete (γτ ,Hτ ) from Π
9 else

10 replace (γτ ,Hτ ) by (Γτ ,Hτ ) in Π

11 return Π

form of the semialgebraic description (for more details see [35]). In a more formal
language we arrive thus at Algorithm 2.

Example 17. We study again the hyperbolic gather. In Example 15, the Thomas
decomposition yielded unnecessarily many components in the regularity decom-
position and some of them contained only complex points making them irrelevant
for a real analysis. Using the above outlined approach, one obtains a real reg-
ularity decomposition consisting of exactly three components corresponding to
the regular, the regular singular and the irregular singular points [35, Ex. 15].
This is an effect of the reversal of the analysis: we first study the different cases
arising in the linear systems, then we check where on the differential equation
the cases occur. This strategy should generally lead to a lower number of cases.

[35, Ex. 15] considers also the elliptic gather given by (u′)3−uu′−x = 0 (i. e.
it differs only by the sign of the middle term). In a complex analysis, one obtains
for both gathers essentially the same result. Over the real numbers, the elliptic
gather has no irregular singularities (they are now complex). Consequently, our
real approach yields a regularity decomposition with only two components.

6 Analysis of Geometric Singularities

After the detection of singularities, we will now discuss the local solution be-
haviour around them – but only for ordinary differential equations of finite type,



as not much is known for partial differential equations. We also consider only
the real case using methods from dynamical systems theory. Let ρ = (x̄, ū(`))
be a smooth point on an algebraic differential equation J`. We consider it as
initial data for an initial value problem: we search for solutions φ of J` such that
φ(x̄) = ū, φ′(x̄) = ū′,. . . , φ(`)(x̄) = ū`. We distinguish between two-sided solu-
tions which exist in an interval (x̄− ε, x̄+ ε), i. e. for which im j`φ goes through
the point ρ, and one-sided solutions which either begin in ρ, i. e. exist on an in-
terval [x̄, x̄+ ε), or end in ρ, i. e. exist on an interval (x̄− ε, x̄]. We are interested
in the existence, (non)uniqueness and regularity of such solutions. Away from
irregular singularities, the theory is rather simple, as the following generalisation
of standard results for explicit ordinary differential equations shows.

Theorem 18 ([18, Thm. 4.1]). Let J` be a smooth algebraic ordinary dif-
ferential equation of order ` such that at every point ρ ∈ J` the Vessiot space
Vρ[J`] is one-dimensional. If ρ is a regular point, then there exists a unique
smooth classical two-sided solution φ with ρ ∈ im j`φ. More precisely, it can be
extended in both directions until im j`φ reaches either the boundary of J` or a
regular singular point. If ρ is a regular singular point, then either two smooth
classical one-sided solutions φ1, φ2 exist with ρ ∈ im j`φi which either both start
or both end in ρ or only one classical two-sided solution exists whose (` + 1)th
derivative blows up at x = π`(ρ).

Proof. By the made assumptions, V[J`] can be generated in an open neighbour-
hood of ρ by a smooth vector field X. The standard existence and uniqueness
theorems guarantee for each point ρ ∈ J` the existence of a unique integral curve
of X defining a unique generalised solution Nρ with ρ ∈ Nρ. This generalised
solution is a smooth curve which can be extended until it reaches the boundary
of J` and around each regular point ρ̄ ∈ Nρ it projects onto the graph of a strong
solution φ, since Vρ̄[J`] is transversal to π` by definition of a regular point.

If ρ is a regular singular point, thenXρ is vertical for π`, i. e. its ∂x-component
vanishes. The behaviour of the corresponding geometric solution Ñρ = π`0(Nρ)
depends on whether or not the ∂x-component changes its sign at ρ. If the sign
changes, then Ñρ has two branches corresponding to two classical solutions which
either both end or both begin at ρ̂ = π`0(ρ). Otherwise Ñρ is around ρ̂ the graph
of a classical solution, but Remark 8 implies that the (`+ 1)th derivative of this
solution at x = π`(ρ) must be infinite.

Example 19. We continue our study of the hyperbolic gather by looking at the
local solution behaviour. Figure 2 shows on the left hand side a number of gen-
eralised solutions in cyan and on the right hand side the corresponding geomet-
ric solutions in blue. One can see that whenever a generalised solution crosses
transversally the white fold line outside of an irregular singularity, then the ge-
ometric solution reverses its direction (more precisely, the curve defining it has
a cusp there). At these “reversal points”, the geometric solution cannot be inter-
preted as the graph of a function. Hence one obtains in the classical picture two
one-sided solutions. The curve in magenta shows the generalised solution that



goes through the tip of the fold line. The corresponding geometric solution is
still a classical one, but only C1: one can see that it is not smooth at the origin,
as by Theorem 18 its second derivative blows up.

Fig. 2. Generalised solutions of the hyperbolic gather. Left: situation in J1(R,R).
Right: projection to x-u plane.

At irregular singularities, the solution behaviour can be more complicated. It
follows from their definition that they form an algebraic jet set of codimension
at least 2. Hence, if ρ ∈ J` is an irregular singularity, then we can find an open,
simply connected submanifold U ⊂ J` such that ρ ∈ U and everywhere in U the
Vessiot spaces are one-dimensional. On U the Vessiot distribution V[J`] can be
generated by a single smooth vector field X. In principle, it is straightforward
to construct such a vector field by solving (6), but one must exclude certain
degeneracies appearing e. g. in the presence of singular integrals.

If J` is locally integrable, then we may assume without loss of generality by
(the proof of) [32, Prop. 9.5.10] that J` is described by a square system pτ = 0
with as many equations as unknowns. Thus the symbol matrix M` is square
and for ordinary differential equations the matrix D becomes a vector d. Let
M† = adj (M`) be the adjugate ofM . On U , the Vessiot distribution is generated
by the vector field X = det (M)C

(`)
1 −

∑m
α=1(M†d)αC`α which can be smoothly

extended to a neighbourhood of ρ, as all its coefficients are polynomials.

Proposition 20. Let J` be a locally integrable differential equation and assume
that on U the vector d does not vanish and that det (M) and the components
of M†d do not possess a non-trivial joint common divisor. Then any smooth
extension of the vector field X vanishes at ρ.

Proof. The made assumptions ensure that X is a “minimal” generator of the
Vessiot distribution on U . At the irregular singularity ρ, the rank of M(ρ) drops
and thus det (M) = 0. If it drops by more than one, then M†(ρ) = 0 and the



claim is trivial. If the rank drops only by one, then the vector d(ρ) must lie in
the column space ofM(ρ) for an irregular singularity. It follows now by Cramer’s
rule that M†(ρ)d(ρ) = 0 and hence Xρ = 0.

Thus at least generically we can analyse the local solution behaviour by using
dynamical systems theory: we are given a smooth vector field X on J` for which
ρ is a stationary point. If ρ is a hyperbolic stationary point, then the eigenvalues
of Jac (X) completely determine the local phase portrait. Otherwise, one must
resort to more advanced techniques like blow-ups.

Example 21. In the case of the hyperbolic gather, the Vessiot distribution is gen-
erated by the vector field X = (3(u′)2 + u)(∂x + u′∂u) + (1 − (u′)2)∂u′ . The
Jacobian at the irregular singularity ρ = (2,−3, 1) (the analysis of the other
irregular singularity proceeds analogously) is J =

(
0 1 −6
0 −1 6
0 0 2

)
with the three

eigenvalues 2, −1 and 0. Although J1 is a two-dimensional submanifold, we are
computing here with all three jet coordinates in J1(R,R). Thus we must decide
which eigenvalue is irrelevant. This is straightforward: we only have to check
which eigenvector is not tangential to J1. It turns out that in our case 0 is irrel-
evant. Hence ρ is a saddle point of X, as one can also clearly see on the left hand
side of Figure 2. The red curves there are two invariant manifolds tangent to the
eigenspaces which for us represent two generalised solutions which intersect at
the irregular singularity.

If an irregular singularity ρ is a node of the vector field X, then infinitely
many (two-sided) generalised solutions intersect there. At a focus, all generalised
solutions are one-sided, as they do not possess a well-defined tangent when spi-
ralling into ρ and hence cannot be combined to a smooth curve through ρ. For
higher-dimensional equations, the analysis in particular of non-hyperbolic sta-
tionary points can be arbitrarily complicated. For scalar first-order equations a
complete classification of generic irregular singularities was given in [8,9]. The
typical behaviour at an irregular singularity is thus that the usual uniqueness
statements break down and several general solutions intersect there. There are,
however, also degenerate situations where one still obtains a unique solution (see
e. g. [34, Ex. 3.5]); in this case one speaks of an apparent singularity.

7 Quasilinear Equations

Quasilinear ordinary differential equations have their own theory, which some-
what surprisingly seems to have been overlooked in the differential topological
literature. By contrast, in the context of differential algebraic equations, authors
have studied almost exclusively the quasilinear case – see e. g. [26,28,38,41] – us-
ing analytic methods. For simplicity, we study here following [34] only the case
of a scalar ordinary differential equation ([33] treats first-order systems)

g(x, u(`−1))u` = f(x, u(`−1)) (9)



where u` denotes the `th derivative of u and u(`) all derivatives up to order `.
We further assume that f , g are polynomials of their arguments. Let J` be the
corresponding algebraic jet set.

Whether or not a point ρ = (x̄, ū(`)) ∈ J` is a singularity does not depend
on the value of ū` in this special case, as it does not appear in (6). The key
property of quasilinear equations is that they can be studied at one order less.
More precisely, outside of the irregular singularities the Vessiot distribution V[J`]
can be generated by a vector field X. Denoting by C(`)

t = ∂x+
∑`−1
i=0 ui+1∂ui the

transversal contact field on J`(R,R) and by C(`)
v = ∂u` the vertical one, we may

choose X = gC
(`)
t +

(
C

(`)
t (g)u` −C(`)

t (f)
)
C

(`)
v . Expanding X, one sees that it is

projectable to the field Y = gC
(`−1)
t +fC

(`−1)
v on J`−1(R,R). Strictly speaking,

Y is only defined outside the projections of the irregular singularities of J`. But
as we assume that f , g are polynomials, Y can obviously be extended smoothly
to the whole jet bundle J`−1(R,R).

Definition 22. A point ρ̃ ∈ J`−1(R,R) is an impasse point for J`, if Y is
not transversal at ρ̃ (i. e. if g(ρ̃) = 0). Otherwise, it is a regular point. An
impasse point is proper, if Y vanishes there, and improper otherwise. A weak
generalised solution of J` is a one-dimensional manifold Ñ ⊂ J`−1(R,R) such
that Yρ̃ ∈ Tρ̃Ñ for all points ρ̃ ∈ Ñ . A weak geometric solution is the projection
π`−1

0 (Ñ ) of a weak generalised solution Ñ .

We use here the terminology “impasse points” to distinguish them from the
singularities of J` which are always points on J`. Singularities always project on
impasse points, but there may be impasse points without a point on J` above
them (see [34, Prop. 5.4] for a more precise analysis). This is the deeper reason
why quasilinear equations require their own theory. Like a singularity, an impasse
point can be only apparent – see [34, Ex. 6.3]. We speak about “weak” generalised
solutions, as even in the case that they are the prolongations of a function it
is not guaranteed that this function is ` times differentiable. Hence it can be
considered as a solution only in a weak sense. One can provide an existence and
(non)uniqueness theorem analogous to Theorem 18 for equations without proper
impasse points. For lack of space, we omit the details and refer to [34, Thm. 6.5].

To indicate the wide variety of phenomena that may appear around impasse
points of quasilinear equations, we now specialise to the following class of singular
second-order initial value problems

g(x)u′′ = f(x, u, u′) , u(y) = c0 , u
′(y) = c1 (10)

where we assume that y is simple zero of g. Liang [23] studied it for the special
case g(x) = x and y = 0 with analytical techniques. We showed in [34] that all
his results can be recovered with geometric means in our slightly more general
situation in a much more transparent way. Here we can only sketch some basic
ideas of our approach; for all details we refer to [34, Sect. 8].

Key questions are the (non)uniqueness and the regularity of the solutions
of (10). For the latter point, it does not suffice to study only the differential



equation J2 ⊂ J2(R,R) corresponding to (10), but one must also analyse its
prolongations J` ⊂ J`(R,R) for all ` > 2 which are obtained by differentiating
the given equation (10). We set F2(x, u(2)) = g(x)u′′ − f(x, u, u′) and write for
any order ` > 2

F`(x, u
(`)) = g(x)u` +

[
(`− 2)g′(x)− fu′(x, u(1))

]
u`−1 − h`(x, u(`−2))

where the contributions of the lower-order terms can be recursively computed
as h3(x, u(1)) = C

(1)
t f(x, u(1)) and for ` > 3 as

h`(x, u
(`−2)) = C`−2

t

(
h`−1(x, u(`−3))−

[
(`− 3)g′(x)− fu′(x, u(1))

]
u`−2

)
.

Then the equation J` is the zero set of F2, . . . , F`. If we apply the above idea of
projecting the Vessiot distribution to one order less, then J2 yields the vector
field Y (1) = g(x)∂x + g(x)u′∂u + f(x, u(1))∂u′ on J1(R,R) and for any ` ≥ 2 we
get from J`+1 the vector field

Y (`) = g(x)C
(`)
t +

(
h`−1(x, u(`−3))−

[
(`− 1)g′(x)− fu′(x, u(1))

]
u`

)
C(`)
v (11)

defined on the three-dimensional submanifold J` ⊂ J`(R,R).
Our initial data define a point ρ1 = (y, c0, c1) ∈ J1(R,R). It turns out

that for the analysis of our initial value problem at each relevant prolongation
order ` there exists a unique irregular singularity ρ` ∈ J` above ρ1, i. e. with
π`1(ρ`) = ρ1. We will find that the existence, (non)uniqueness and regularity of
solutions depend solely on two values: δ = g′(y) and γ = fu′(ρ1). Because of our
assumption that y is a simple zero, δ cannot vanish. Our initial value problem
has a resonance at order q ∈ N, if qδ = γ. If this is the case, we consider the
resonance parameter Aq = hq+2(ρq) and speak of a smooth resonance for Aq = 0
and of a critical resonance otherwise.

Our approach consists of analysing the phase portraits of the vector fields
Y (`) around their stationary points ρ`. This requires in particular to determine
the eigenvalues of the Jacobians Jac (Y (`))(ρ`). This is fairly simple except that
we face again the problem that (11) is written in all jet variables up to order `,
although Y (`) lives only on a three-dimensional manifold. Fortunately, it can be
overcome with a little trick and one obtains as eigenvalues δ, 0 and γ− (`− 1)δ.
If δ and γ have different signs, then we find at any prolongation order one
negative, one zero and one positive eigenvalue and thus qualitatively the same
phase portrait. If δ and γ have the same sign, then at a certain prolongation
order the phase portrait changes qualitatively, as one eigenvalue changes its sign.
In the case of a resonance, one finds at a certain prolongation order a double
eigenvalue. It depends on the vanishing of the resonance parameter whether or
not the Jacobian is diagonalisable. A deeper study of the invariant manifolds of
the stationary point leads to the following result.

Theorem 23. If there is no resonance, then three cases arise:
δγ < 0: The initial value problem (10) possesses a unique smooth two-sided so-

lution and no additional one-sided solutions.



δγ > 0: The initial value problem (10) possesses a one-parameter family of two-
sided solutions and no additional one-sided solutions. One member of the
family is smooth, all others are in Ck \ Ck+1 with k = dγ/δe.

γ = 0: The initial value problem (10) possesses a unique smooth two-sided solu-
tion and possibly further additional one-sided solutions.

If there is a resonance at order k > 0, then the initial value problem (10) pos-
sesses a one-parameter family of two-sided solutions and no additional one-sided
solutions. If the resonance is smooth, all solutions are smooth. For a critical res-
onance, all solutions are in Ck \ Ck+1.

As demonstrated by an explicit example in [34], there are many possibilities
in the case γ = 0: there could be no one-sided solutions at all or there could
be infinitely many which either come from both sides or only from one side.
The exact behaviour depends on further values besides δ and γ and no complete
classification is known. The situation becomes much more complicated, if one
drops the assumption that y is a simple zero. In this case δ = 0 and if in
addition γ = 0, then the Jacobian has a triple eigenvalue 0. The analysis of such
a stationary point is rather difficult, as it requires a blow-up in three dimensions.
For the subsequent blow-down, one must understand the global dynamics of a
two-dimensional dynamical system which can be very complicated.

8 Analysis of Algebraic Singularities

Singularities of varieties have been extensively studied in algebraic geometry,
but not much is known about their effect on differential equations. As algebraic
differential equations are locally Zariski closed sets, we cannot avoid dealing with
them. In the complex case, their detection is straightforward using the Jacobian
criterion (over the real numbers the situation is somewhat different, as at a
singularity the variety may still be locally a manifold). Thus the main point is to
analyse the local solution behaviour in their neighbourhood. Ritt provides several
examples of algebraic differential equations with singular integrals where the
singular integrals consist entirely of algebraic singularities (see e. g. [29, II.§19]).
However, he does not comment on this fact.

We will not develop a general theory for handling algebraic singularities, but
we will indicate with two concrete examples some phenomena that can show up.
We will use a rather ad hoc approach which probably can be extended to more
general situations, but we refrain here from any formalities. In the first example,
we study the local solution behaviour near an isolated algebraic singularity using
the Vessiot spaces of neighbouring points.

Example 24. Let J1 be the two-dimensional cone in the three-dimensional jet
bundle J1(R,R) given by (u′)2−u2−x2 = 0. The vertex is an isolated algebraic
singularity representing one component of a regularity decomposition while all
other points are regular and form the second component. We are interested in
how many solutions go through the vertex and their regularity.



Fig. 3. Generalised solutions going through an algebraic singularity of a real first-order
differential equation. Left: situation in J1(R,R). Right: projection to x-u plane.

Consider the Vessiot spaces of the regular points. They are generated by the
vector field X = u′∂x + (x2 + u2)∂u + (x − uu′)∂u′ . By restricting to either
the lower or the upper half cone, we can express u′ by x and u and project
to the x-u plane obtaining the vector fields Y± = ±

√
x2 + u2∂x + (x2 + u2)∂u

which can trivially be continued to the origin where they vanish. As they are
not differentiable there, the origin cannot be studied using the Jacobian.

By transforming to polar coordinates, i. e. by performing a blow-up of the
stationary point in the origin, one can show that the dynamical system defined
by Y possesses a unique invariant curve going through the origin and within a
sufficiently small neighbourhood of the origin all nearby trajectories look similar
to this manifold. Furthermore, on one side of the origin the invariant curve
corresponds to a trajectory going into the origin, while on the side we have an
outgoing trajectory (hence the stationary point is not really visible).

Recall that such an invariant curve corresponds to a generalised solution and
we obtain one such curve for each half cone, i. e. from each of the fields Y± (see
the red curves in Figure 3). As the graphs of both solutions possess a horizontal
tangent at the origin, it is possible to “switch” at the singularity from one to the
other. Hence, we find that our equation possesses exactly four C1 solutions for
the initial condition u(0) = 0 and u′(0) = 0. By analysing the prolongations of
our equation, it is not difficult to verify that the solutions that stay inside of
one half cone are even smooth, whereas the “switching” solutions are only C1, as
their second derivative jumps from 1 to −1 or vice versa at x = 0. Figure 3 also
shows in white the Vessiot cone at the algebraic singularity which consists of two
intersecting lines. One sees that they are indeed the tangents to the prolonged
solutions through the singularity.

In Algorithm 1, we perform a prime decomposition so that we always work
with (subsets of) irreducible varieties. One reason for this in practise rather
expensive step is to avoid the algebraic singularities automatically given by the



intersection of different irreducible components in the case of a reducible variety.
We prefer to deal with such points only in a later stage after we have already
analysed each irreducible component separately. Given an algebraic differential
equation Jq which is reducible in this sense, an obvious interesting question is
whether solutions exist which “switch” from one component to another and if
yes, what is their regularity?

Example 25. We consider over the real numbers the scalar first-order ordinary
differential equation J1 given by (u′−c)

(
(u′)2 +u2 +x2−1

)
= 0 with a constant

c ∈ [−1, 1]. As we have written the equation in factored form, one immediately
recognises that J1 is simply the unit sphere J1,1 in the jet bundle J1(R,R)
united with a horizontal plane J1,2 at height c (see Figure 4). For |c| 6= 1, the
intersection is a circle C, otherwise simply a point.

Fig. 4. First-order differential equation with two irreducible components. Left: gener-
alised solutions in J1(R,R). Right: solution graphs in x-u plane.

The differential equation J1,2 : u′ = c is of course trivial to analyse: as it
is explicit, all points on the corresponding plane are regular and all generalised
solutions are straight lines. The differential equation J1,1 : (u′)2+u2+x2 = 1 has
already been studied at many places (see e. g. [32, Ex. 9.1.12] or [35, Ex. 10]) and
its singularities form the equator. A point ρ = (x̄, ū, p̄) lies on the intersection
and thus is an algebraic singularity of J1, if p̄ = c and ū2 + x̄2 = 1− c2.

Consider first the case c 6= 0. Then ρ is for each component J1,i a regular
point and we have on each component a unique generalised solution curve γi
through ρ. Without loss of generality, assume γi(0) = ρ. We may form a further
generalised solution like γ(t) = γ1(t) for t ≤ 0 and γ(t) = γ2(t) for t ≥ 0 (and
yet another by swapping the indices 1 and 2). While this curve γ is trivially
continuous at 0, it is in general not differentiable there, as the tangent vectors
γ′1(0) and γ′2(0) disagree. However, the corresponding geometric solution, i. e. the
projection of im γ to the x-u plane, is the graph of an everywhere differentiable
function u = f(x) with f ′(x) = p̄. This can be seen on the right hand side of



Figure 4. The green and the red curve represent geometric solutions of J1,1; the
black lines the corresponding ones of J1,2. One can see that the latter ones are
exactly the tangents of the former one and hence connecting “half” a curve with
“half” a line yields still the graph of a function which is at least C1.

The tangent vectors γ′1(0) and γ′2(0) generate the Vessiot spaces Vρ[J1,1] and
Vρ[J1,2]. As their slopes correspond to the second derivatives of the solutions
leading to the curves γ1 and γ2, our “composed” solutions can be C2, if and only
if these Vessiot spaces coincide. A simple computation shows that Vρ[J1,1] is
generated by the vector p̄(∂x + p̄∂u) − (x̄ + ūp̄)∂p while Vρ[J1,2] is spanned by
∂x + c∂u. It is straightforward to show that the Vessiot spaces coincide only at
two special points ρ± on the intersection C, namely at

ρ± =

(
∓c
√

1− c2
1 + c2

,±
√

1− c2
1 + c2

, c

)
.

In Figure 4 this corresponds to the red curve, as one can see on the right hand
side that the intersection of the red and the black graph happens at an inclina-
tion point of the red graph. By analysing the next prolongation, one can show
that even for these two special points the “composed” solutions are only C2. We
conclude that our differential equation J1 possesses four solutions through any
point ρ ∈ C. Two of them are smooth (the ones corresponding to γ1 and γ2), the
two “composed” ones are only C1 respectively C2, if ρ is one of the points ρ±.

In the case c = 0, the intersection C is the equator and thus the singular
locus of J1,1. Here we have an example where the classification of a point lying
on several irreducible components differs for the different components. J1,1 has
two irregular singularities, namely the points (0,±1, 0), and both are a folded
focus. This means that no generalised solution of J1,1 approaches them with a
well-defined tangent and this would be necessary for going through them. Thus
through each of these two points there exists only one generalised solution of
J1, namely the one of J1,2. Any other point ρ ∈ C is a regular singularity of
J1,1. Thus on J1,1 there are only two one-sided solutions starting or ending
at ρ. However, we can combine each of them with “half” a solution of J1,2 as
discussed for c 6= 0 to generate two additional C1 solutions so that J1 has three
solutions through ρ one of which is smooth. As at all regular singularities the
Vessiot space is vertical, we do not find any special points where the “composed”
solutions possess a higher regularity than C1.

9 Conclusions

We presented a mixture of geometric and algebraic techniques for studying sin-
gularities of differential equations. For the basic concepts, we followed essentially
the differential topological approach to geometric singularities and extended it
also to differential equations which are not of finite type. We augmented this
approach by algebraic ideas to extend its range of applicability, as many differ-
ential equations in applications do not lead to manifolds, but only to varieties.
This implies that we must furthermore deal with algebraic singularities.



In the first half of this article, we concentrated on the algorithmic detection
of singularities. We used the differential Thomas decomposition from differential
algebra to obtain simple differential systems from which we can extract in a
well-defined manner an algebraic differential equation to which the geometric
theory can be applied. The actual detection of the singularities is then performed
with an algebraic Thomas decomposition. Although there is still a gap in the
theory for differential equations which are not of finite type, as it is not clear
whether there might appear further types of singularities, it is remarkable that
the classification can be performed completely algorithmically.

This is possible only, because we searched for singularities at a prescribed
order. For lack of space, we did not discuss here the question how singularities
at different prolongation orders are related. It is easy to see that if we prolong,
then every point on the prolonged equation lying over a singularity of the original
equation must be again a singularity. Furthermore, there can never be a point
over a regular singularity. For the existence of (formal) power series solutions,
it is therefore necessary that we can construct an infinite tower of irregular
singularities lying above each other. An example due to Lange-Hegermann [20,
Ex. 2.93] (see also the discussion in [35, Ex. 16]) shows that generally it is not
possible to decide the existence of such an infinite tower at any finite order.

It should have become apparent that for the study of singularities it makes
a great difference whether we work over the real or the complex numbers. The
detection of singularities over the complex numbers is simpler, as they form
an algebraically closed field which is algorithmically a great advantage. Any
analysis of singularities was performed in this work over the real numbers, as it
was based on techniques from dynamical systems theory. One should note that
also the questions studied differ considerably in dependence of the base field. The
regularity of solutions or the difference between one- and two-sided solutions is
an issue only over the real numbers. Over the complex numbers, there exists
already an extensive theory of singularities of linear differential equations going
back at least to Fuchs and Frobenius which is nowadays often considered as a
part of differential Galois theory. Here the determination of monodromy or the
Stokes phenomenon are of great importance and have no real counterpart.
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